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Preface

As part of an effort to improve and enhance the performance and capabilities of its
product line, EMC from time to time releases revisions of its hardware and software.
Therefore, some functions described in this guide may not be supported by all
revisions of the software or hardware currently in use. For the most up-to-date
information on product features, refer to your product release notes.

If a product does not function properly or does not function as described in this
document, please contact your EMC representative.

Note This document was accurate as of the time of publication. However, as
information is added, new versions of this document may be released to the
EMC online support website. Check the website to ensure that you are using
the latest version of this document.

Purpose
This document describes how to install, configure, and get started replicating with
RecoverPoint/SE.

Audience

This document is intended for internal EMC personnel, partners, and customers.

Related documents
The following publications provide additional information:

e EMC RecoverPoint 4.1 Release Notes

e EMC RecoverPoint Installation and Deployment Guide
e EMC RecoverPoint 4.1 Administrator’s Guide

o EMC RecoverPoint 4.1 CLI Reference Guide

e EMC RecoverPoint Deploying with VNX/CLARIiON Arrays and Splitter Technical
Notes

e EMC RecoverPoint vRPA Technical Notes
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Welcome to RecoverPoint/SE

Chapter1  Welcome to

RecoverPoint/SE

Welcome to the RecoverPoint/SE Quick Start Installation Guide.

This book will guide you, step by step, through the process of installing, configuring,
and deploying your RecoverPoint/SE system.

By the end of this guide, RecoverPoint/SE will be installed, fully functional, and ready
to replicate your applications' data volumes.

In RecoverPoint/SE, changes to your application data are stored in your production
volumes, and simultaneously replicated locally and/or remotely, by your
RecoverPoint Appliances, whether physical or virtual.

In the case of a disaster at the production site, RecoverPoint enables users to restore
their application data from ANY previous point-in-time, using the replicated copy.

RecoverPoint/SE offers bi-directional replication between two VNX series or CLARiiON
arrays with no distance limitation, while guaranteeing data consistency.

The RecoverPoint/SE Quick Start Installation Poster is part of the RecoverPoint/SE
Installation Kit, and may be used alongside this guide. The poster describes the end-
to-end process of installing and configuring RecoverPoint/SE.

Now let’s get started!
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Chapter2 Before You Begin

In this chapter, you will learn what you must do to prepare for a successful
deployment of RecoverPoint/SE.

You must be familiar with all network and storage systems in your
environment, or have access to the resources and personnel in your
organization that have that knowledge. In a two-site installation, this includes
not only the local systems, but those at the remote site as well.

If you are a new EMC customer, register for the EMC Online Support site, at:
support.emc.com

To register for the EMC Online Support site:
a. Atsupport.emc.com, click Register Here.

b. Follow the online registration steps, making sure to fill in all required
fields, including your business email address.

¢. When you receive a return email confirmation of your registration, use the
access authorization and additional information in that email to
complete your registration and log in for the first time to the site.

The RecoverPoint/SE Installation Kit contains the software and
documentation you will need for installation.

To download the kit from EMC Online Support (http://support.emc.com), click
Support by Product, and type “RecoverPoint SE” in the Find a Product search
field. On the RecoverPoint SE page, the kit is located in the Recommended
Resources section.

The Installation Kit contains the following software:
— RecoverPoint Splitter Enabler
— RecoverPoint Deployment Manager
It also contains the following documents:
—  RecoverPoint/SE Quick Start Installation Guide
—  RecoverPoint/SE Quick Start Installation Poster
—  RecoverPoint VNX/CLARIiON Splitter Activation Procedure
— RecoverPoint Post Deployment Form

To complete the licensing process, you will need the LAC emails, which are
sent to you upon approval of your sales order.

The licensing process is presented in Chapter 10, on page 87. You can
perform the entire licensing process at that point; that is, after you have
already created and connected your RPA clusters. Alternatively, you can do
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Before You Begin

the first parts of the process now (as presented on pages 87-91), and
complete the rest when you reach Chapter 10.

e During the installation you will be required to provide infrastructure-related
information. To ensure that the installation can proceed smoothly, collect the
relevant infrastructure data in the IP & SAN Setup Details Templates
(Appendix A), prior to beginning installation.

Note: Itis criticalto the success of your installation that you complete this
template now, prior to proceeding to the next chapter.

e Youwill also need the following:
For physical RPAs:
— Two Ethernet cables per RPA (one for LAN and one for WAN)
— At least four available dedicated storage ports on the storage array.

— Adedicated resource pool mapped to each RPA cluster for automatic
repository volume provisioning.

— Fibre Channel cables:
= Two cables per RPA, in dual fabric topology.
» Fourcables per RPA, in direct attach topology.
These topologies are described in Chapter 5.
For virtual RPAs:
— Four Ethernet cables per ESX server (LAN, WAN, iSCSI1, iSCSI2).
— At least four available dedicated iSCSI ports on the storage array.

e Inplanning your RecoverPoint/SE deployment, be aware that ports and LUNs
that are used for RecoverPoint replication cannot be used also by other
replication products, such as MirrorView.

e To carry out the installation, you will need a dedicated computer running
Windows, which we will refer to as your workstation.

Java™ 7 (update 13 or higher), 32-bit, must be installed on this workstation.
It is highly recommended to have the latest Java 7 update installed.

Later on, during the actual RecoverPoint/SE installation, you will use this
workstation to run the Deployment Manager RecoverPoint/SE Installer wizard.

e |f network security configurations—such as firewalls or access lists—are
defined in your environment, ensure that your workstation can communicate
with the management (LAN) networks for the RPAs at both sites.

If you are unable to achieve full communication from the workstation to both
sites, you may also perform the deployment independently at each site.

e Forinstallation, you must ensure that ports 21, 22, 8081, and 8082 (all TCP)
are open on your workstation.

To enable log retrieval from the array-based splitter, ensure also that TCP port
443 (https) is open to each storage array.
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Before You Begin

If you want to check that these ports are indeed open, you can Telnet from a
workstation on the network, as follows (from the command line):

telnet IpAddress PortNo

Example:

telnet 10.76.7.35 443

Note: Ensure that Telnet is open on the workstation. When successful, a
flashing underscore appears.

e The RecoverPoint VNX/CLARIiON splitter driver (engine) included in the VNX
OE or CLARIiiON FLARE bundle must be active.

To ensure the splitter driver is active:

a. Inthe Unisphere management interface for the storage system, right click
the storage array, and select Properties.
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b. Select the Software tab:
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Advanced @ 1 G

EMC Unisphere [Pool LUN v|[search... 1> frms &

A18T2091 - Storage i W=l |
Customnize

General || SP Cache | SP Memory | | Software | Envirenment

All Systems > Dashboard

. CE O
rPackag T E.
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Name Revision Status INE NIF SErver [... Mar 15, ZULZ 1:5... [
VNX-Block-Operating-Environment 05.31.000.5.008 Active
The NTP server [... Mar 12, 2012 1:5...
-UnisphereFile - Active
-UnisphereBlock - Active Tha NTP server [... Mar 9, 2012 1:57...
mmippere n il Th NTP Mar 6, 2012 1:57.
-RecoverPointSplitter L Jadive | 0D o TS =
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Last Refreshed: 2012-05-04 15:57:26

c. Verify that the status for RecoverPointSplitter is Active.

If it is not Active, you must enable it. For instructions, see the
RecoverPoint VNX/CLARIION Splitter Activation Procedure, which is
included in your RecoverPoint/SE Installation Kit.

When (and only when) you have completed all of the preparations for installation that
have been presented in this chapter, you are ready to proceed to the next chapter.
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Chapter3  Unpack RPAs

We now proceed by unpacking the physical RecoverPoint appliances (RPAs).

As you unpack each RecoverPoint appliance, you should verify that each box contains
all of the following items:

e An EMC RecoverPoint appliance
e Two server adjustable slide rails
e An EMC bezel

e Two country-specific power cables

In case any item is missing from the box, you should notify EMC Customer Service
immediately.

When you have unpacked all of the RPAs, and assured the relevant items are indeed
available in each RPA box, you may proceed to the next chapter.
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Chapter4 Rack and Install RPAs

We can now continue by racking the physical RecoverPoint appliances (RPAs).

1. You must first decide where you would like to locate and install your RPAs.
The location must have the required infrastructure in place, including:
— LAN connection
— WAN connection
— SAN connection
— Electrical power source
The relevant cabling is required for each infrastructure.

Direct your attention to the rear of the cabinet, and designate where you want
to place the RPAs within the cabinet.

It is recommended that you mark the designated mounting locations
accordingly for each RPA you intend to install in the cabinet.

o

ol — }1Ll

ocooockoaoo
o

Figure 1.  Designating RPA mounting location at front of cabinet (while standing at
rear of cabinet)

2. Installing the rails:

a. Once marked, assure the adjustable rails are retracted (not extended),
and align the two bulges at the end of each rail with the previously
designated RPA mounting location.

b. Once aligned push the rail from the back of the cabinet to the front of the
cabinet until you hear a clicking sound. This indicates that the front of
the rail is secured.
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Rack and Install RPAs

Adjustable rail

Figure 2.  Aligning the adjustable rails

c. Now, secure the secondary clamps on the rear section of the rails to the
rear of the cabinet, ensuring that the two ends of the rail are aligned with
one another.

3. Mounting the RPAs on the rails:
a. Standin front of the cabinet, and slide the rails as far out as possible.

b. Now, mount the RPA in the cabinet, by aligning it with the rail extensions,
and pushing the RPA until it clicks into place around the white plastic
indicators on the side of each rail.

Note: Ensure that the designated cabling location (the back of the RPA)
is facing the rear of the cabinet.

c. Pull out the blue clips from each side of the RPA, and push the RPA all
the way forward, until you hear a click, which indicates that the RPA is
locked into place.
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Rack and Install RPAs
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Figure 3.  Mounting the RPA in the cabinet

4. All that remains now is to press the bezel into place on the front panel of the
RPA.

Once you have successfully racked all of the RPAs, you may proceed to the next
chapter.







Chapter5 Connect RPAs

You will now prepare your environment for the initial configuration of your RPAs.

Make sure that your completed IP & SAN Setup Details Template is handy, and that
you have fully familiarized yourself with the designated configuration for your
deployment.

RecoverPoint/SE offers several deployment topologies:

e Dual fabric topology, in which you must have two fabric switches at each site.

In such a topology, each physical RPA must be connected to each fabric
through separate ports, to assure redundancy and fault-tolerance.

Dual Fabric topology:

N 1 3 £ £ e £ Ty DX T3 73 00§ 21 £73 X 03X 013 E13 ) ey £ v s gl

d - m
2. . a3 1 0 5 6 o o 2 e o Fabrics £

173 4 £ 7 j T3 EF3 £ £ )74 £33 3 9 8 T
I.‘&'ngm R I 0 R A R

Figure 4.  Dual fabric topology
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Connect RPAs

¢ Direct attach topology, where two ports on each RPA are directly connected to
the storage system (to storage processors A and B).

Direct attach topology:

Figure 5.  Direct attach topology

Detailed Topology Overview

Dual fabric — In the dual fabric configuration (as shown in Figure 4, on page 17), you
must connect the RPA ports to separate fabrics, assuring each fabric has complete
visibility of both storage processors in the storage system.

This means that a Fibre Channel port from each SPA and SPB must be connected to
each fabric (using a total of four dedicated storage ports).

In most environments where the VNX storage system is already functioning, such
connections already exist.

Direct attach — In a direct attach configuration, you must ensure that one RPA port
(from each RPA) is directly connected to SPA and another to SPB.

The two additional ports should be used for inter-RPA communication (as shown
in Figure 5, on page 18).

Note: With direct attach configuration, replication over Fibre Channel is not
supported.
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Connect RPAs

Connecting the RPAs

With this as background, you should now be ready to install the necessary
connections, as follows:

1. Connect Fibre Channel ports to each RPA:
— In dual fabric topology, two RPA ports (per RPA).

Note: For Fibre Channel replication, use all RPA ports that are not
already in use by the local cluster for inter-site connectivity
(see Figure 4).

— Indirect attach topology, four RPA ports (per RPA).
Note: Fibre Channelreplication is not supported.

2. Foreach RPA, use two Ethernet cables to connect the Management (LAN)
interface to eth1 and the WAN interface to ethO.

e e e e e
.f-‘-:'hl-l L""’.' I !

ﬂ,,.,i,d

eth0 ethl
3. Connect each RPA with two country-specific power cables.

4. Connect each RPA to a monitor and keyboard or functioning KVM.

5. Poweronthe RPAs.
You may have to remove the RPA bezel to do so.

6. Once an RPAis fully booted, you should see a login prompt.

If you don’t see a login prompt, press Enter until you do.




Connect RPAs

To ensure that the RPAs are functioning properly, log in to each RPA with the
username boxmgmt and password boxmgmt.

7. Youwill be prompted to enter a temporary IP address. If all RPAs are
connected to a DHCP configured network, temporary IPs will not be required.

If DHCP is not available on your network, you are required to enter the
appropriate RPA (LAN) IP address, subnet mask, and gateway, as recorded in
your IP & SAN Setup Details Template.

Note: The IP address you choose now will follow the RPA throughout the
deployment process. You must verify that a single cross-site
workstation can access all of the IP addresses assigned to the RPAs.

Alternatively, you may choose to perform the installation one site a
time, in which case, only single-site connectivity to the workstation is
required.
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Chapter6  Deploy

RecoverPoint/SE on
Physical RPA Cluster

The chapter presents the procedure for deploying physical RPAs in RecoverPoint
clusters.

If, instead, you want to deploy virtual RPAs clusters, go to Chapter 8: “Deploy
RecoverPoint/SE on Virtual RPA Cluster,” on page 53.

By this point, you should have completed all of the tasks necessary to prepare for
installation of your RecoverPoint/SE software. The status should be as follows:

e The RecoverPoint splitter is enabled on the array (that is, with status of
Active).

e RPAs are mounted on the racks.

e The RPAs have been assigned with temporary IPs (given that DHCP is not
available).

e The RPAs and VNX storage processors are fully cabled.
e The IP & SAN Setup Details Template is completed and available.

If you have not completed all of the prerequisites for installation, you should do so
now, before continuing.

The RecoverPoint/SE Installer Wizard installs one RPA cluster at a time. Therefore, if
you want to deploy a cluster at a second site, you will need to run the wizard a second
time.

Note: This clusteris called an “RPA cluster”, regardless of whether it contains
physical or virtual RPAs. Mixing physical RPAs and virtual RPAs in the same
clusteris not allowed.

If you install two clusters, you will then need to run the Connect Cluster Wizard to
enable replication and communication between them.

Some notes about the RecoverPoint/SE Installer Wizard:

o To improve system performance, enter values in all fields presented by the
wizard.

e Java™ 7 (update 13 or higher), 32-bit, must be installed on the local
workstation, that is, the machine on which you will be running the wizard. It is
highly recommended to have the latest Java 7 update installed.

e Wheneveryou click Next, the system automatically saves configuration
settings in the configuration file.
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Deploy RecoverPoint/SE on Physical RPA Cluster

Once all preparations for installation are complete, extract the files from the
RecoverPoint Deployment Manager zip file (which you should find in your
RecoverPoint/SE Installation Kit) to a local disk, and then open RecoverPoint_DM.exe.

You are prompted to check for a newer release of Deployment Manager.

EMC

RecoverPoint Deployment Manager

Do you want to check for a newer release of
Deployment Manager?

Release 2.1

If you are using the Deployment Manager from the RecoverPoint/SE Installation Kit
that you just downloaded from EMC Online Support, you can be assured that you
have the latest release, so click No.

You are prompted to choose which RecoverPoint/SE release you plan to install. Select
RecoverPoint 4.0 or later releases.

EMC

coverPoint Deployment Manager

(1) Which RecoverPoint release would you like to
install, maintain, or upgrade from?

@ RecoverPoint 4.0 or later releases

() RecoverPoint 3.5 or earlier releases

Release 2.1

\ Mext = | ’ Cancel
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Deploy RecoverPoint/SE on Physical RPA Cluster

The Login screen appears.

EMC

ecoverPoint Deployment Manager

(@) Install RecoverPoint/SE
(") Upgrade RecoverPoint/SE
(7) Other operations (EMC personnel)

Username:

Password:

Release 2.1

\ [ Login | ’ Cancel ]

Select Install RecoverPoint/SE, and click Login.

The RecoverPoint Deployment Manager Wizard screen appears.

-

1 ™
RecoverPoint Deployment Manager Wizard [Simulator] =nc g

RecoverPoint Deployment Manager Wizard [Simulator]

Please select the desired wizard. Click 'Mext’ to continue

® JL RecoverPoint/SE Installer Wizard
@ [z
- ﬁ Use this wizard to install a new RecoverPoint/SE cluster,

Connect Cluster Wizard

Use this wizard to connect a new cluster to an existing RecoverPoint system.

< Back Next > Frmt

.

Select RecoverPoint/SE Installer Wizard.




Deploy RecoverPoint/SE on Physical RPA Cluster

The Prerequisites screen appears.
’ RecoverPoint/SE Installer Wizard [Simulator] EIEIQ‘

Prerequisites 5
Before continuing, ensure the following conditions are met on the RecoverPoint cluster. 5 ﬁb
= 1. Prerequisites Before continuing, ensure the following conditions are met.
+ 2. Configuration file If any of the conditions are not fulfilled, it is recommended to close the wizard, fulfill the conditions, then run the
. 3. Environment settings wizard again.

4, RPA discovery
+ 5.IP and cennectivity settings

" 6. Login credentials «# RPAs are connected to SAN and Ethernet network

© 7. Connectivity results «# RPAs are loaded with the same RecoverPoint/SE IS0 image
8, EMC Online Support site credentials «# RPAs are set with IP addresses (optional if your environment includes a DHCP server)
- 9. Update RecoverPaint release «# The computer that the wizard is run from must be able to communicate with the cluster management IP
10, Installation Change Management procedur and all of the cluster's RPA management (LAM) networks, Ensure that ports 21, 22, 7225, and 8082 (all TCP)
' 11. Apply configuration results are open on the computer to enable communication with all RPAs,
12, Storage configuration Tip: Telnet to these ports on the computer to ensure they are open.
1 13. Apply configuration o RPAs are either all physical RPAs or all virtual RPAs
14, Summary < You have EMC Online Support login credentials.

If you do not have these credentials, or the computer that the wizard is run from does not have Internet
connectivity, you must have an Installation Change Management XML file available locally to complete the
installation.

Note: To obtain XML file, you must submit an Upgrade Service Request to EMC Customer Suppaort.

o If installing physical RPAs:
- RPAs are rack mounted
- All RPAs must be Gend or later
- To automatically provision the repository velume, dedicate a resource pool and mask it te the RPA
cluster.

o If installing virtual RPAs:
- Virtual RPAs are deployed using the RecoverPoint OVF package
- VNX arrays are running OE for Block version later than 05.32.000.5.201
- VNX arrays are pre-configured with iSCSI ports
- VMware vCenter Server is 5.0 or later, with at least one registered vSphere 5.0 or later
- Valid segmented network infrastructure between:
- The vSphere host and the VNX array (iSCS11G/10G)
- The vSphere host and the existing RPA cluster netwaorks (LAN and WAN)
- Reserved quota is required for virtual systems resources: CPU, memaory, disk
- At least three virtual networks are required: LAN, WAN, and iSCSI
- CHAP credentials for RPA iSCSI ports and storage iSCSI ports must be different

. m + || [#IT have fulfilled the conditions for installing the cluster.

[ <Back [ met> [ rinish

"o o)

Assuming all of the prerequisites have been completed, select the checkbox, and
continue with the installation.
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Deploy RecoverPoint/SE on Physical RPA Cluster

The Configuration file screen appears.
"3 RecoverPoint/SE Installer Wizard [Simulator] [E=RIER =)

Configuration file

S
Select the desired installation mode and click 'Mext' to continue. ﬁ
M1 Prerequisites (@ Create a new installation configuration file
= 2. Configuration file
3. Environment seftings \wmware-host\Shared Folders\Desktop\RPSE_config.properties
4, RPA discovery (7) Continue an installation from a saved configuration file

5.1IP and connectivity settings

6. Login credentials

7. Connectivity results

8, EMC Online Support site credentials

9. Update RecoverPoint release

10. Installation Change Management procedures
11. Apply configuration results

12. Storage configuration

13. Apply configuration

14, Summary

Browse...

[ <Back | Net> | Finish

& = J

Select the first option, Create a new installation configuration file. Then, specify the
path for the file, RPSE_config.properties, as your installation configuration file. It will
be used to store the installation settings that you specify during this installation for
backup purposes.

The same file should be specified when continuing an installation that was
interrupted prior to completion. In that case, select the second option, Create or
continue an installation from a saved configuration file, and enter the filename there.

Note that the RecoverPoint installation process is performed on one cluster at a time.

When you are done, click Next to display the Environment settings screen
r RecoverPoint/SE Installer Wizard [Simulator] lilﬂlg‘

Environment settings

5
N
Define the RecoverPoint cluster settings. ﬁ

1 1, Prerequisites General

¥ 2. Configuraticn file

=7 3. Environment settings
4, RPA discovery MNumber of RPAs [2 'I
5.IP and connectivity settings

Cluster name

6. Login credentals Time zone ((6MT+02:00) Asia/Jerusalem -
7. Connectivity results Connectivity
8, EMC Online Support site credentials LaN WAN
9. Update RecoverPoint release P
10. Installation Change Management procedures type [Ip"4 v] [IPvet v]
11. Apply configuration results MTU 1500 1500
12. Storage configuration
13. Apply configuration Envirenment
14. Summary Domain name
Primary DMS server
Secondary DNS server
NTP server

Secondary NTP servers




Deploy RecoverPoint/SE on Physical RPA Cluster

Begin by entering the general parameters that define the cluster:
e (lustername
e Number of RPAs
e Time zone
Add connectivity settings:
e LAN IP type (IPv4 or IPv6, or both) and MTU
e WAN IP type (IPv4 or IPv6) and MTU

Note: Inthe remainder of this guide, it is assumed that your LAN and WAN IPs are
IPv4.

Finally, enter the following environment parameters, all of which are optionat:
e Domain name
e Primary and, if available, secondary DNS server

e NTP server or servers

Note: NTP servers can be defined only in a single site, where the rest of the
RPAs are synced with the NTP-defined site.

Once you have completed entering the Environment settings, you are ready to specify
the RPA and site IP addresses. Click Next to continue.
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Deploy RecoverPoint/SE on Physical RPA Cluster

If your environment includes a DHCP server, and you have not already assigned IP
addresses to your RPAs, you can instruct Deployment Manager to auto detect RPAs for
which you have not set a temporary IP address. To do so, select the | want
Deployment Manager to discover the RPA IP addresses option on the RPA Discovery
screen. Upon clicking Discover, the Deployment Manager discovers the RPAs on your
network automatically, based on the IPs assigned by the DHCP sever. Your
workstation will use these temporary IP addresses to communicate with the RPAs

during installation.

[
RecoverPoint/SE Installer Wizard [Simulator]

=l s

RPA discovery

o)
Define how you want to set the IP addresses of uninstalled RPAs ﬁ

¥ 1. Prerequisites
¥ 2. Configuration file
¥ 3. Environment settings
= 4. RPA discovery
5.1IP and connectivity settings
6. Login credentials
7. Connectivity results
8. EMC Online Support site credentials
9. Update RecoverPoint release
10. Installation Change Management procedures
11. Apply configuration results
12. Storage configuration
13. Apply configuration
14. Summary

RPAIP addresses
() I have already set IP addresses for the RPAs

This option is recormended when ane or maore of the following is true:
1. ¥ou have already set the RPAIP addresses,
2.%ou are installing RPAs running releases earlier than 3.5,
3. Vour environrnent does not include a DHCP sepver,

@ I'want Deployment Manager to discover the RPA IP addresses

This optien is only relevant when RPAs are running release 3.5 or later and your environment includes a DHCP
SEIVEr.

Discover uninstalled RecoverPoint Appliances (RPAs)
(L) This option saves you from having to manually connect to each RPA and set an IP address.

‘When you click "Discover”, you can choose how Deployment Manager will discover the RPA and get their
currently set IP addresses.

RPA1 10761011 Select a discovered RPA
RPAZ2 10761012 | Selecta discovered RPA

«# RPA discovery finished and found 3 uninstalled RPAs.

< Back Next » Finish
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Alternatively, if you have already assigned the IP addresses to your RPAs, choose the
first option, | have already set IP addresses for the RPAs.

RPA discovery o
Define how you want to set the IP addresses of uninstalled RPAs ﬁ
I/ 1. Prerequisites RPATP addresses
b7 2. Configuration file @ I have already set IP addresses for the RPAs

¥ 3. Environment settings
g This option is recommended when one or more of the following is true:

=7 4. RPA discovery 1. You have already set the RPAIP addresses.
- . Iy
< 5.1P and connectivity settings 2. You are installing RPAs running releases earlier than 3.5.
. 6. Login credentials 3. Your environment does not include a DHCP server.
7. Connectivity results () I want Deployment Manager to discover the RPA IP addresses
+ 8. EMC Online Support site credentials This option is anly relevant when RP&s are running release 3.5 or later and your environment includes a DHCP
9, Update RecoverPoint version SERVER

- 10. Upgrade Change Management procedures

11, Apply configuration results Discover uninstalled RecoverPoint Appliances (RPAs)

. 12, Storage configuration (I) This option saves you from having to manually connect to each RP& and set an [P address.
13, Apply configuration When you click "Discover”, you can choose howe Deployrment Managerwill discover the RPA and get their
© 14, Summary currently setIP addresses,

Discover...

RRA1 [10.761011

RP22  10.761012

[ Hep  |[ <Back [ Near | ot

You may now configure the IPs for cluster management and RPAs, and relevant
Management (LAN) and WAN subnet and gateway settings.

When you are done, click Next to display the IP and connectivity settings screen.
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Be advised that the cluster management IP should reside on the same network as the
LAN interface for the RPAs (labeled as LAN IPv4).

r — M
RecoverPoint/SE Installer Wizard [Simulator] l =B g
IP and connectivity settings 5
Define the MyCluster cluster IP configurations and the RPAIP settings. ﬁ
1 1. Prerequisites RPA IP addresses and connectivity settings
¥ 2. Configuraticn file LAN IPvét
¥ 3. Environment settings
] 4. RPA discovery Cluster management  10.1010.10
=7 5.1IP and connectivity settings
6. Login credentials LAN 1wt WAN [Pvd
7. Connectivity results
8. EMC Online Support site credentials TR 0000 0000
9. Update RecoverPoint release
10.Installat|or|.Chan.ga Management procedures LAN TPvd WAN IPd
11. Apply configuration results
12. Storage configuration RPA1 (10.76.10.11) 10101020 10.10.10.30
13. Apply configuration RPA 2 (10.7610.12) 1010.1040 1010.10.50
14, Summary
Default gateways
() The default gateway(s) used for cluster management over the LAN network.
1Pvd default gateway  10.10.10.60]
Additional gateways
Gateway Target netmask Target subnet
=
< Back Next > Finish
S J

The Cluster management IP will serve as a floating IP address (also known as a virtual
IP address), and will be used to control the Unisphere for RecoverPoint management
application GUI.

When you have completed assigning IP settings, continue to the Login credentials
screen.

s )
RecoverPoint/SE Installer Wizard [Simulator] (=[5 )

Login credentials

5
Enter the default RecoverPoint login credentials. ﬁ

¥ 1. Prerequisites
¥ 2. Configuration file
¥ 3. Environment settings
1 4. RPA discovery Password | eeessss|
¥ 5.1P and connectivity settings
= 6. Login credentials
7. Connectivity results
8. EMC Online Support site credentials
9. Update RecoverPoint release
10. Installation Change Management procedures
11. Apply configuration results
12. Storage configuration
13. Apply configuration
14. Summary

RecoverPoint login credentials

Username  boxmgmt

<Back Next > Finish

L J

Enter the default password, boxmgmt.
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Upon clicking Next, the system validates connectivity with each of the RPAs in the
cluster, and presents the results in the Connectivity results screen.

- N
§J RecoverPoint/SE Installer Wizard [Simulatar] = [

Connectivity results

The results of the RecoverPoint connectivity check are shown below. ﬁ

& 1. Prerequisites RecoverPoint connectivity results
] 2. Configuration file
[ 3. Environment settings
1] 4. RPA discovery riN RPAL  MyCluster 101010.20 Unknown Only Gené and later RPAs are ...
] 5.1 and connectivity settings iy RPA2  MyCluster 10101040 Unknown Only Gend and later RPAs are ...
] 6. Login credentials
= 7. Connectivity results
8. EMC Online Support site credentials
9. Update RecoverPoint release
10.Installation Change pr
11. Apply configuration results

Status RPA' Cluster name LAN IP address. Hardware platf... RecoverPointrelease  Comment

12. Storage configuration
13. Apply configuration
14. Summary «# Connectivity test finished successfully. Retry

)

If there are connectivity errors, you must correct them, and then click Retry to
revalidate the connectivity statuses. When the “Connectivity test finished
successfully” message is displayed, click Next to continue.

The EMC Online Support credentials screen appears.

i )l
RecoverPoint/SE Installer Wizard [Simulator] == g

EMC Online Support credentials

Enter EMC Online Support credentials to access relevant RecoverPoint IS0 images to apply to the cluster, and to provide you with the relevant Installation Change Management ﬁ
infarmatian required to complete the installation.

¥ 1. Prerequisites
¥ 2. Configuration file

] 3. Environment settings
[] 4. RPA discovery EMC Online Support login credentials

(D) EMC Online Support site credentials are needed for downloading RecoverPoint Installation Change Management information.
You must provide credentials or an Installation Change Management file available locally.

[¥] 5.1P and connectivity settings Username  sample@testing.emc.com

] 6. Login credentials

] 7. Connectivity results

7] 8. RPA i5CSI configuration
[+ 8.1, Cluster iSCSI settings

Password  eesssses|

(D) Warning: You should only select this option if you do not have Internet connectivity.

] 8.2. RPAISCS] ports [] Use an offline Installation Change Management XML file
= 9. EMC Online Support site credentials
10, Update RecoverPoint release File name Trer=m

+ 11.Installation Change Management precedures
© 12. Apply configuration results
13. Storage configuration
13.1. Storage registration
+ 13, 2. Storage connectivity
© 13. 3. Storage iSCSl ports
13. 4. Apply i5CS] configuration results
13, 5. 5AN diagnostics
-+ 13.6. Repositery volume
©* 14, Apply configuration
15. Surnmary

L J

Enter EMC Online Support site credentials (username and password) to access
relevant RecoverPoint/SE ISO images to apply to the cluster, and to provide you with
the relevant Installation Change Management information required to complete the
installation.
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The Update RecoverPoint release screen appears.

r N
RecoverPoint/SE Installer Wizard [Simulatar] =
Update RecoverPoint release )
Select how you want to update the RecaverPaint release running on the RPAs. ﬁ

1.P ite
g 3 CrEr:quI = il /0, The RPAs you are about to install are running different RecoverPoint releases.
- Configuration file To continue, all the RPAs in the cluster must run the same release (IS0 image).
] 3. Envirenment settings Select the option to update the same IS0 image to all the RPAs,
¥ 4. RPA discovery
¥ 5.1 and connectivity settings
[ 6. Login credentials

Update options
@ Update with an IS0 image available from EMC Online Support site (recommended)

] 7. Connectivity results Select this option to download an IS0 image available from EMC Online Support site (login credentials required)
] 8. RPA i5CSI configuration

7] 8.1. Cluster iSCS] settings ) Update with an IS0 image available locally

] B.2. RPASCSI ports Select this option if you hawe an IS0 image on your local machine, a DVD, a USE device, or an FTP server

] 9. EMC Online Support site credentials
= 10. Update RecoverPoint release
11, Installation Change Management procedures
- 12, Apply configuration results
©* 13, Storage configuration
13.1. Storage registration
13, 2, Sterage connectivity
-+ 13,3, Storage iSCSI ports
© 13.4. Apply iSCSI configuration results
13. 5. 5AN diagnostics
13. 6. Repository volume
14, Apply configuration
© 15, Summary

The message at the top of this screen reports the RecoverPoint release that is
currently running on all of the RPAs in your cluster (that is, the ISO image that comes
pre-installed), or alternatively notifies you that not all of your RPAs are running the
same image. To ensure that all of your RPAs are running the latest image for the
current release, select Update with an ISO image available from EMC Online Support.

The ISO image download details screen appears.

, o
RecoverPoint/SE Installer Wizard [Simulator] e [
ISO image download details )
Provide EMC Online Suppert site credentials, choose the desired IS0 image and and define where to save it, ﬁs
] 1. Prerequisites EMC Online Support site credentials

] 2. Configuration file

. Username  sample@testing.emc.com
¥ 3. Environment settings P 9

] 4. RPA discovery Password .

¥ 5.1 and connectivity settings

7 6. Login credentials RecoverPeint ISO image download details

M 7. Connectivity results Release RecoverPoint 4.0 SP2 P1 150 image (864 MB) ~

] 8. RPA iSCSI configuration
I B.1. Cluster i5CS] settings
¥ 8.2, RPAISCSI ports
[¥] 9. EMC Online Support site credentials
] 10. Update RecoverPoint release
= 11.Image settings
= 11. 1.150 image download details
- 11, 2. 150 file information
© 12, Installation Change Management procedures

Target folder  \\vmware-host\Shared Folders\Desktop

13. Upgrade and Apply configuration results
14, Storage configuration
- 14,1, Storage registration
© 14, 2. Storage connectivity
14. 3. Storage i5CS] ports
- 14. 4. Apply iSCSI configuration results
-+ 14,5, SAN diagnostics
©* 14. 6. Repositary volume
15. Apply configuration
- 16. Summary
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To continue:
e Enteryour EMC Online Support credentials.
e Select the RecoverPoint version you wish to download.

e Indicate where you want to save it on your local machine (that is, the machine
running Deployment Manager).

e Click Next.

The ISO image downloads to your local machine.

When the download is complete, the ISO file information screen appears.

i N
RecoverPoint/SE Installer Wizard [Simulator] [
IS0 file information
Enter IO file information to downlead the ISO file to the RPAs P
& 1. Prerequisites Select a download source and enter 15O file name:

] 2. Configuration file
/] 3. Environment settings B
7] 4. RPA discovery @ Upload from local machine
] 5.1P and connectivity settings Filename | B:rel.1 d.208\emcireld.1_d.208_release_emc_md5_7b8bd90374c67279fel bfL0b2bEBS C3.isc| Browse..
] 6. Login credentials
¥ 7. Connectivity results
] 8. RPA iSCSI configuration
I B.1. Cluster i5CS] settings File name
] 8.2. RPAISCSI ports A DVD/USE is inserted in all of the RPAs
[¥] 9. EMC Online Support site credentials
] 10. Update RecoverPoint release
<> 11.Image settings
= 11. 1.I50 file information
- 12.Installation Change Management procedures SepverIP
©* 13, Upgrade and Apply cenfiguration results

(Z) Copy from DVD or USB device inserted in the RPAs

() Download from FTP server

14, Storage configuration Sarrpuit |4

14.1. Storage registration Usernarme
. 14, 2. Sterage connectivity
© 14, 3. Storage iSCSl ports

14. 4. Apply iSCSI configuration results File location
14, 5. 5AN diagnostics
- 14,6, Repositery volume
© 15. Apply configuration

Passward

File narme

16. Summary

S

Deployment Manager offers several methods for delivering the I1SO to the RPAs:

e Upload the ISO directly to the RPAs from the workstation.

o Copy the ISO file to a USB drive or burn it on a DVD, and then simply connect
orinsert the media into the RPA.

e Upload the ISO file to an FTP site, and have the RPAs download the ISO from
the FTP site.

EMC RecoverPoint/SE 4.1 Quick Start Installation Guide
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Click Next. Regardless of the delivery method, the Installation Change Management
procedures screen appears.

[} RecoverPoint/SE Installer Wizard [Simulstor]

Change M g procedures o
Before continuing, ensure the Installation Change Management procedures are completed ﬁ\
[ 1. Prerequisites @7
1 2. Configuration file
[ 3. Environment settings General installation messages.
1 4. RPA discavery @ Encountering a Problem while running Deployment Manager
[ 5.1P and connectivity settings @ Activity Follow-up
/1'6. Login credentials @ Restriction with VNX 05.32.000.5.006
[1 7. Connectivity results
7] 8 EMC Online Support site credentials Installztion Change Management procedures
1 9. Update RecoverPoint version (@) ET-emc88607; VNX, RecoverPoint VX Operating Emironment (0F)for Block 05.22 & incompatible with RecoverPoint Appliance

[ 10. Image settings
71 10.1. 150 file information (@ EIA emc290610: UNX: Non-disruptive upgrade (NDU from VNX OF 05.31.000.5 XXX and later to UNX OE 5.32.000.5.006 or VNX OF
= 11. Upgrade Change Management procedures 05.32.000.5.008 could result in a reboot of a single storage processor (SP) and the inability of the NDU operation to complete.
12. Upgrade and Apply configuration results @ RecoverPoint: How to access System Setup / BIOS / CMOS for the RPA
13. Storage configuration
13.1. VNX/CLARiiON Login credentials
13, 2. VNX/CLARIiON Login status
13.3, SAN diagnostics
13.4, Repository volume
14. Apply configuration
15. Summary

software.

Based on the ISO image that you have distributed to the RPAs in your cluster, the
wizard presents you with a list of general installation messages and Installation
Change Management procedures that must be completed before continuing the
installation.

Open each procedure. When you have performed the tasks required to complete the
procedure, close the procedure, and mark the checkbox. When you have completed
all of the procedures, click Next.
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The Apply configurations screen appears.

I B
RecoverPoint/SE Installer Wizard [Simulator] [E=SEER ™)
Apply configuration results 5\
The results of applying the configuration settings to all RPAs are shown below. ﬁ

] 1. Prerequisites

[v| 2. Configuration file

¥ 3. Envirenment settings

¥ 4. RPA discovery

¥ 5.1P and connectivity settings

File name: reld.1_d.202_release_emc_md5_1af62a791c523a8abbc8a0f032bdbc07.iso

RPAL  p—

7 6. Login credentials D Applying RPA configuration

¥ 7. Connectivity results

¥ 8. RPA iSCSl configuration RRAZ g ——
¥ 8.1. Cluster iSCSI settings  Applying RPA configuration

[ 8.2, RPAiSCSI ports
¥ 9. EMC Online Support site credentials
¥ 10. Update RecoverPoint release
¥ 11. Image settings
I 11.1.150 file information
] 12, Installation Change Management procedures
= 13. Upgrade and Apply configuration results
14, Storage configuration
14.1. Storage registration
14. 2. Storage connectivity
I 14,3, Storage i5CSI ports
I 14.4. Apply i5CSI configuration results
© 14.5. SAN diagnostics
- 14.6. Repository volume
15, Apply configuration
16. Summary

< Back Next > Finish

L

While uploading the ISO file, the Apply configuration results screen shows the
progress of the upload for each RPA.

Deployment Manager notifies you when upgrade and installation of the ISO is
completed for all the RPAs in the cluster.

= »)
RecoverPoint/SE Installer Wizard [Simulator] [E=SEEE
Apply configuration results 5
The results of applying the configuration settings to all RPAs are shown below. ﬁ

] 1. Prerequisites
| 2. Configuration file
[¥] 3. Environment settings
[¥] 4. RPA discovery RPA1
¥ 5.1P and connectivity settings
¥ 6. Login credentials
¥ 7. Connectivity results RPAZ
] 8. RPASCSI configuration
1 8.1. Cluster iSCSl settings
] 8.2, RPAiSCSI ports
[¥] 9. EMC Online Support site credentials
¥ 10. Update RecoverPoint release
¥ 11. Image settings
[ 11.1.150 file information
] 12. Installation Change Management procedures
= 13. Upgrade and Apply configuration results
- 14, Storage configuration
- 14.1. Storage registration
14. 2. Storage connectivity
14.3. Storage iSCSl ports
14. 4. Apply iSCSI canfiguration results
- 14,5, SAN diagnostics
©* 14.6. Repository velume
-+ 15, Apply configuration
- 16, Summary

File name: reld.1_d.202_release_emc_md5_1af62a791c523a8abbc8a0f032bdbc07.iso

«# Upgrading and Installation completed successfully

«# Upgrading and Installation completed successfully

< Back Next > Finish

You can now progress to the Storage configuration step.
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In the storage registration screen, enter the storage processor IP addresses of the
array at the RPA cluster you are installing (as recorded on your IP & SAN Setup Details
Template), a username and password for the array, and an authentication scope (for
LDAP).

[ M
RecoverPoint/SE Installer Wizard [Simulator] [E=REE—
Storage registration 5\
Register your VNX/CLARION array for RecoverPoint management. ﬁ

[¥] 1. Prerequisites

EMC Unisphere/Navisphere login credentials
¥ 2. Configuration file

- - 1P address of SP-A: 10.10.10.10
¥ 3. Envirenment settings
& 4. RPA discovery 1P address of SP-A: 10.10.10.20
¥ 5.1P and connectivity settings — dmin

! 6. Login credentials
] 7. Connectivity results Password: "“"
¥ 8. RPAISCSI configuration e e e
[ 8. 1. Cluster iSCSI settings
[ 8. 2. RPASCSI ports
¥ 9. EMC Online Support site credentials
] 10. Update RecoverPoint release
V1 11. Image settings
|1 11.1.150 file information
[v] 12. Installztion Change Management procedures
¥ 13. Upgrade and Apply configuration results
> 14. Storage configuration
= 14. 1. Storage registration
1 14.2. Storage connectivity
1 14.3. Storage iSCSI ports
©14.4. Apply i5CSI configuration results
- 14.5. SAN diagnostics
14. 6. Repository volume
15. Apply cenfiguration

Het > Finish
Based on this information, the system attempts to log in to the VNX/CLARiiON and to
validate that:

e The RecoverPoint/SE Installer can communicate with VNX/CLARiiON SP A and
SP B.

e The login credentials are correct for SP A and SP B.
e SPAandSPB are not already attached to RecoverPoint/SE cluster.

e |P settings were applied successfully.

Click Next when you are done to display the Storage connectivity screen.
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The Storage connectivity screen notifies you whether or not all of the RPAs in the RPA
cluster are connected to the storage

— B
RecaverPoint/SE Installer Wizard [Simulator] [E=SREER
Storage connectivity
The storage connectivity status is shown below. The connectivity status is relevant to all RPA clusters in the RecoverPoint system. ﬁ
4] 1, Prerequisites Storage connectivity status

[ 2. Configuration file
[/ 3. Environment settings
[| 4. RPA discovery
[#] 5.1P and connectivity settings
[ 6. Login credentizls
[ 7. Connectivity results
l| 8, RPAiSCSI configuration
] 8.1. Cluster iSCS] settings
[ 8.2. RPASCSI ports
(] 8. EMC Online Support site credentials
[+] 10, Update RecoverPoint release
] 11. Image settings
[ 11.1. 150 file information < AllRPAs are connected to the storage.
[ 12. Installation Change Management procedures
[+l 13, Upgrade and Apply configuration results
= 14. Storage configuration
] 14.1. Storage registration
> 14. 2. Storage connectivity
14.3, Storage iSCS] ports
14.4. Apply iSCSI configuration results
14.5. SAN diagnostics
14.6. Repository volume
15. Apply configuration

Storage type: VNX5300
Storage serial number: 123456

16. Summary
S -

If any errors exist, fix them now and click Refresh. When all RPAs are connected to the
storage, click Next. The specified array is registered for RecoverPoint management.

In a direct attach configuration, no zoning is required, as no fabrics are involved.

With any other topology, however, you are now presented with a choice of several
methods for zoning the RPAs with the VNX or CLARiiON storage systems.

Regardless of the zoning method, the following zones must be available on each
fabric:

e Port from RPA 1 to a port from each storage processor (SP-A, SP-B)
e Port from RPA 2 to a port from each storage processor (SP-A, SP-B)

e Port from RPA 1 to a port from RPA 2 (for use in inter-RPA communication)

For an example of the required zoning, see page 40.
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YNX/CLARIION Zoning

r
Select the desired zoning method and click Nedt' to continue ﬁ

[ 1. Prerequisites

[ 2. Configuration file

[ 2. Environment settings

[ 4. RPA discovery

[ 5.1P and connectivity settings

Zoning method

©Automatic

Installer will zone the RPAs and the VNX/CLARON arrays automatically (Cnly Brocade or Cisco switches).
) Semi-automatic

[ 6. Login credentials The Installer will create the necessary zoning scripts, but you rmust apply them yourself (Only Brocade and Cisco switches).
[ 7. Connectivity results © Manual

[ 8. EMC Online Suppart site credentials The Installer will indicate which ports should be zoned tagether, and you must zone them yourself.

[ 9. Update RecoverPoint release ©) Direct-attach storage

10.Image settings
10.1.150 image download details
10. 2.150 file information
[ 11 Installation Change Management procedures

The installerwill verify that each RPA is directly connected to SP 2 and SP B of the YWY CLARIION &rray,

[ 12. Upgrade and Apply configuration results
= 13. Storage configuration
7] 13.1. VNX/CLARIION Login credentials
(] 13, 2. VNX/CLARION Login status
= 13. 3. Zoning
13.4. SAN disgnostics
13.5. Repository volume
14. Apply configuration
15. Summary

Fabrics credentials

Fabric A Fabric B

Switchtype: [ Cisco ~|  Switch Type [Cisco -
I I

Usermname: Usermname:

Password: Password:

e Zoning in RecoverPoint/SE may be performed automatically, dependent on
your fabric vendor.

If you are using Brocade or Cisco fabrics, you may be able to select the
Automatic option. Once you enter all of the Fabric credentials (switch type, IP,
username, and password), and click Next, the Installer implements the zoning
automatically.

Note: In orderto use automatic zoning, Telnet connectivity to both Fabrics is
mandatory.

e Alternatively, you may choose the semi-automatic option.

To use semi-automatic zoning, you must first enter the switch credentials.
Upon entering the switch credentials, the RPA connects to the switch to
determine which WWNs are connected, and creates a script that can be used
to create the zoning accordingly.

This script is presented onscreen, and can be exported for further use by
clicking Export to Clipboard.
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Semiautomatically Zoning
@ Failed to generate zoning scripts.

[ 1. Prerequisites

[ 2. Configuration file

[ 2. Environment settings

[ 4. RPA discovery

[ 5.1P and connectivity settings

[ 6. Login credentials

[ 7. Connectivity results

[ & EMC Online Support site credentials

[ 9. Update RecoverPoint release

10.Image settings

10.1.150 image download details
10. 2.150 file information

[ 11 Installation Change Management procedures

[ 12. Upgrade and Apply configuration results
= 13. Storage configuration
7] 13.1. VNX/CLARIION Login credentials

7] 13. 2. VNX/CLARIION Login status Export To Clipboard
= 13. 3. Zoning

= 13. 3. 1. Semi-automatic zoning

13.4. SAN diagnostics -

13.5. Repository volume
14. Apply configuration
15. Summary

Export To Clipboard
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e Finally, you can select the manual zoning option, to perform the zoning
yourself.

VNX/CLARiiON manual zoning

The following are the WWNs for each RPA and the VNX/CLARIION array ﬁ
[¥1 1. Prerequisites RPAS WWNs
1 2. Configuration file =
] 3. Environment settings RPA Port Number Node WWN Port WWN
[ 4. RPA discovery 4 RPAL
1 5.1P and connectivity settings 0 0x500124802aa8b8a8 0:x5001248022a8b8a0
1 6. Login credentials 1 0x500124812aa8b8a8 050012481 22a8b8a0
1 7. Connectivity results 4 RPA2
1 & EMC Online Support site credentials 0 0:500124802aa4bbdd 0:x500124802aa4bbd5
1 9. Update RecoverPoint release 1 0:500124812aa4bbdd 050012481 2aa4bbd5

©* 10.Image settings
10.1.150 image download details
10.2.150 file information
[/ 11. Installatien Change Management procedures
] 12. Upgrade and Apply configuration results
> 13. Storage configuration
] 131, VNX/CLARION Login credentials
] 13. 2. VNX/CLARION Login status
= 13. 3. Zoning
» 13. 3. 1. Manual zoning
13.4. SAN diagnostics
13.5. Repository volume
©* 14. Apply configuration
15, Summary

VNX/CLARION Array

Part Number Neode WWN Port WWN sp =

0 0:500601603ea02787 0:500601613ea02787 o

1 0x500601623¢a02787 0x500601633¢a02787

2 0:500601643e202787 0x500601653ea02787 i
# WWNs retrieved successfully. Retry

Hep | [ <Back || Neas | [F=n
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If you choose to perform zoning manually, use the following example for

reference.

Zoning Example

Fabric A entities:

Storage Port (SPA):

[pwwn 50:06:01:64:3d:e0:0a:99]
Storage Port (SPB):

[pwwn 50:06:01:6c:3d:e0:0a:99]
RPA 1, Port O:

[pwwn 50:01:24:82:00:92:4a:86]
RPA2, Port 2:

[pwwn 50:01:24:82:00:89:9a:¢2]

Fabric B entities:

Storage Port (SPA):

[pwwn 50:06:01:65:3d:e0:0a:99]
Storage Port (SPB):

[pwwn 50:06:01:6d:3d:e0:0a:99]
RPA 1, Port 2:

[pwwn 50:01:24:82:01:b2:4a:86]
RPA2, Port O:

[pwwn 50:01:24:82:01:a9:9a:c2]

Zoning

RPA 1, Port O to Storage Port (SPA,
SPB):

zone name RP_London_0_0 vsan
25

[pwwn 50:01:24:82:00:92:4a:86]
[pwwn 50:06:01:64:3d:e0:0a:99]
[pwwn 50:06:01:6c:3d:e0:0a:99]

RPA2, Port 2 to Storage Port (SPA,
SPB):

zone name RP_ London _1_0vsan
25

[pwwn 50:01:24:82:00:89:9a:¢2]
[pwwn 50:06:01:64:3d:e0:0a:99]
[pwwn 50:06:01:6c:3d:e0:0a:99]

RPA 1, Port O to RPA2, Port 2:

zone name
RP_London_COMMON_O vsan 25

[pwwn 50:01:24:82:00:89:9a:¢2]
[pwwn 50:01:24:82:00:92:4a:86]

Zoning:

RPA 1, Port 2 to Storage Port (SPA,
SPB):

zone name RP_ London _0_0vsan
55

[pwwn 50:01:24:82:01:b2:4a:86]
[pwwn 50:06:01:65:3d:e€0:0a:99]
[pwwn 50:06:01:6d:3d:e0:0a:99]

RPA2, Port O to Storage Port (SPA,
SPB):

zone name RP_ London _1_0vsan
55

[pwwn 50:01:24:82:01:a9:9a:c2]
[pwwn 50:06:01:65:3d:e0:0a:99]
[pwwn 50:06:01:6d:3d:e0:0a:99]

RPA 1, Port 2 to RPA2, Port O:

zone name
RP_London_COMMON_O0 vsan 55

[pwwn 50:01:24:82:01:b2:4a:86]
[pwwn 50:01:24:82:01:29:9a:¢2]
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Once you have completed zoning, the SAN diagnostics mechanism informs you
whether the components have been successfully identified.

P N
RecoverPoint/SE Installer Wizard [Simulator] == Q

SAN diagnostics

5
The results of the SAN diagnostics test are shown below. ﬁﬁ

] 1. Prerequisites

¥ 2. Configuration file Sevanty’ RPA Message ID Category Description
[+ 3. Envirenment settings @ INFO RPAL1 Only one path detected to RPA, Verify that zon...
] 4. RPA discovery @ mro RPA 2 Only ane path detected to RPA, Verify that zon...

(] 5.1P and connectivity settings
[¥] 6. Login credentials
¥ 7. Connectivity results
¥ 8. RPASCSI configuration
[ 8. 1. Cluster iSCSI settings
[ 8. 2. RPAISCSI ports
/] 9. EMC Online Support site credentials
(] 10. Update RecoverPoint release
[¥] 11, Image settings
[ 11.1.150 file information
¥ 12. Installation Change Management procedures
1 13. Upgrade and Apply configuration results
= 14. Storage configuration
] 14.1. Storage registration
] 14. 2. Storage connectivity
[l 14. 3. Storage iSCSI ports
[ 14. 4. Apply iSCSI configuration results
= 14. 5. SAN diagnostics
14.6. Repository volume

15, Apply configuration

* 16. Summary
{ )

If errors are detected, you can click each error to display additional details about that
error. You must correct all SAN discovery errors before proceeding. In addition, it is
highly recommended that you resolve all warnings. Click Refresh to refresh the list
after resolving errors. When all errors are resolved, click Next.
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Before the storage configuration can be applied at this site, a repository volume must
be designated. The repository volume is responsible for maintaining the configuration
information independently for each RecoverPoint cluster; therefore, you must define a
repository volume at both sites.

If you select Automatic, the Installer displays a list of all resources mapped to the RPA
cluster. Select a resource pool to allow RecoverPoint to automatically provision the
repository volume upon it. The minimum size of a repository volume automatically
provisioned by RecoverPoint is 5.72 GB.

i B
RecoverPoint/SE Installer Wizard [Simulator] == g

Repository volume

Configure a repository volume for the cluster.

b1 Prerequisites .O.A
[/ 2. Configuration file -
|| 3. Envirenment settings

] 4. RPA discovery

] 5.1P and connectivity settings

The installer will automatically create and configure a repository velume,
) Manual

The installer wil list possible wolurmes, and you can select the one that will be configured as the repository valume,

[¥] 6. Login credentials Volumes information

b1 7. Connectivity results Size Vendor Product Name D

“ ER:'E‘I'SCC‘?;;TQE;'::FMS 40GB EMC DGC (VAXG3..  Volume3 0x-51 346 ek 06 6T 90224 2850892F. .
B 8.2, RPAISCSI ports 4068 EMC DGC (VNXS3... Volume (2573380523495 d4e5 27545462

] 9. EMC Online Support ste credentials 5068 EMC DGC (VNXS3... Volume2 0x2bb59372563803040228830237754¢8

9] 10, Updote RecoverPoint relesse 5068 EMC DGC (VNXS3... VolumeS 0x-6678dCO944S0e4 71 dBBe7 5690107

] 11. Image settings 6068 EMC DGC (VNXS3... Volume? Oxdbc653439cldbba?45cB603567cb258
& 11.1, 50 file information 8068 EMC DGC (VNXS3... Volumes Ox-53116ef63F5 44851082 bb64386be37

] 12, Installation Change Management procedures 2068 EMC DGC (VNXS3... Volumel 0x110185f¢b87 511677 dcb4bO5 L ba10...

[#] 13. Upgrade and Apply configuration results
= 14. Storage configuration

|| 14.1. Storage registration

I¥] 14, 2. Storage connectivity

[ 14.3. Storage iSCSI ports

[¥] 14. 4. Apply iSCSI configuration results

[¥| 14. 5. SAN diagnostics

= 14. 6. Repository volume

15. Apply configuration

16. Surmmary
- J

You may also select the Manual option to select a volume (i.e. LUN) mapped to the
RPA cluster from the list and designate it as the repository volume. In this case the
minimum size of the repository volume is 2.86 GB.

In both automatic and manual repository volume provisioning, any capacity beyond
the stated minimum capacity is not used. Therefore, best practice is to select
resource pools or volumes as close to the minimum size as possible.

Note: Do not change the name of the repository volume after it has been created.

When that process is complete, you are now ready for the Installer to apply the
designated configuration (Apply configuration) on the RPA cluster and the storage
arrays. Click Next.
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Be aware that the apply storage configuration process may take several minutes.
Progress bars indicate that the system is applying settings and completing the
installation. Once the progress bars stop, the system will confirm that all components
are OK, or that errors are detected. If errors are detected, you can click each error to
display additional details about that error.

P -
RecoverPoint/SE Installer Wizard [Simulator] = [[E] g

Apply storage configuration

S\
Results of the apply storage configuration. ﬁb

] 1. Prerequisites
¥ 2. Configuration file
[¥] 3. Environment settings
] 4. RPA discovery
[] 5.1P and connectivity settings « Configuring VNX/CLARION array
[ 6. Login credentials Done
k] 7. Connectivity results
| 8, RPAISCSI configuration
[ 8.1. Cluster iSCS] settings
[7] 8.2, RPAISCSI ports 1) Finishing the installation —
[] 9. EMC Online Support site credentials (2/2) Waiting for RPAS to come up after reboot
|| 10, Update RecoverPoint release
[] 11. Image settings
[/ 11.1. 150 file information
|| 12. Installation Change Management procedures
|| 13, Upgrade and Apply configuration results
[ 14. Storage configuration
[ 14.1. Storage registration
|| 14, 2, Storage connectivity
¥ 14. 3. Storage iSCSI ports
[V 14. 4. Apply iSCSI configuration results
[ 14.5. SAN diagnostics
| 14,6, Repository velume
=+ 15. Apply configuration
16. Summary

Status of applying the storage configuration :

Apply Results

< Configuring RPAs
Done

Retry

< Back Next > Einish

. J

If you are unable to fix a problem, contact EMC Customer Support.
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Once the installation process has been successfully completed, click Next to display
the Summary screen, including a detailed description of all of the newly created
entities in the new cluster.

r = B
RecoverPoint/SE Installer Wizard [Simulator] e
Summary )
Installation of RecoverPoint/SE is now complete. ﬁ},
[¥] 1. Prerequisites Cluster MyCluster configuration summary

[ 2. Configuration file
[/ 3. Environment settings
[| 4. RPA discovery
[#] 5.1 and connectivity settings
[ 6. Login credentials
[/ 7. Connectivity results
k| 8, RPAiSCSI configuration
] 8.1. Cluster iSCS] settings
[ 8.2. RPASCSI ports
(] 8. EMC Online Support site credentials
|| 10, Update RecoverPoint release
[] 11. Image settings
[/ 11.1. 150 file information
|| 12. Installation Change Management procedures
|| 13, Upgrade and Apply configuration results
[] 14. Storage configuration
] 14.1. Storage registration
[¥] 14. 2. Storage connectivity
Iv] 14, 3. Storage iSCSI ports
[ 14. 4. Apply iSCSI configuration results
[ 14.5. SAN diagnostics
|| 14.6. Repository volume

Storage group name:  Storage Group 1

You can now start using Unisphere for RecoverPoint at https://10.10.10.10/

4] 15. Apply configuration @ Important: If you plan to replicate to remote clusters, you must connect this cluster to the RecoverPoint system
= 16. Summary using the 'Connect Cluster Wizard'.

& J

You may now proceed in any of the following ways:

e Ifyouwant to create a second cluster of RPAs, repeat the procedure in this
chapter.

o Ifyou want to create a second cluster, but with vRPAs, continue with Create
VRPAs, on page 45.

e Ifyouwant to connect the two clusters that you have already deployed, go to
Connect Cluster, on page 79.

e Ifyouwant to proceed directly to Unisphere for RecoverPoint—for instance, to
configure your RecoverPoint system over one cluster for continuous local
replication—click the cluster management IP address at the bottom of the
Summary screen, and continue to Chapter 10 on page 87.
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In this chapter, the procedure for creating a virtual RPA (VRPA) is presented.

Note the following:

o If possible, all vRPAs should be on separate ESX servers. Minimally, vRPAs 1
and 2 must be on separate ESX servers.

e To download the Virtual RPA Open Virtualization Format (OVF) file from EMC
Online Support you must have the requisite permission. EMC grants this
permission upon your purchase of the vRPAs that you intend to deploy and
your acceptance of the EMC End-User Licensing Agreement.

e You can create each vRPA instance individually from an OVF file. Alternatively,
you can create multiple vRPAs by cloning or copying an existing vRPA. If you
do, however, you must then enter all configuration information for each
cloned vRPA, as per the process presented in “Chapter 8: Deploy
RecoverPoint/SE on Virtual RPA Cluster,” on page 53.

At the vCenter management console, from the File menu, select Deploy OVF Template.

| Wem !,.._.. v ! =
“Datastores Refresh  Delete  AddStosge...  Rescendl..

TomtFication BT [ Device | Ceive Typs
TR & tormal DGC ISCS! Disk (... NomSSD
1§ Locsl ESKXDisk @ Momd  Local DELL Disk(... Mo
B RvCenter_196... 4 Mt D4GC Fbee Charnel.. NomS50
6 RPA @ Momal  DGCFbre Chamel.. NonSS0

| i}
| Datastore Detaits
M =

Location:
Hardware Accelerstion:  Supported =

o
*
R 2
Recent Tasks Nae, Taget o Status o = [ Clow X
Nune | Target | st | Detais | Intistedby | vCenter Server | Requested Start Ti... = | Start Time:
— | —
s =
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The OVF deployment wizard appears.

[ Deploy OVF Template =1ol x|

Source
Select the source location,

Source

OVF Template Details

End User License Agreement
Name and Location
Deployment Configuration

Host [ Cluster Deploy from & file or URL
Resource Pool
Disk Format ea.ov ] monse.. |
Properties Enter a URL to download and install the OVF package from the Internet, or
Ready to Completz specify a location accessible from your computer, such as a local hard drive, a

network share, or a CD/DVD drive.

Help <Badc | MNext > I Cancel |

4

Specify the vRPA OVF file location.

The vRPA OVF template details appear, showing the general properties of this OVF

template.
1ol x|

OVF Template Details
Verify OVF template details.

Source
OVF Template Details

End User License Agreement Product: EMC RecoverPoint vRPA
Name and Location Version: 20
Deployment Configuration
Host [ Cluster Vendor: EMC
Resource Pool
Disk Format Publisher: Mo certificate present
Properties
Ready to Complete Download size: Less than 1 MB
Size on disk: Unknown (thin provisioned)

80.0 GB (thick provisioned)

Description: EMC RecoverPoint Virtual Appliance

To accept, click Next.
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The EMC End-User License Agreement appears. If you accept the terms, click Accept
and Next.

The Name and Location screen appears.

1ol

Name and Location
Spedify a name and location for the deployed template

Source Name:

OVE Template Defails EMC RecoverPoint vRPA

End User License Agreement

Name and Location

Deployment Configuration
Host / Cluster

The name can contain up to 80 characters and it must be unique within the inventory folder.

Inventory Location:
Resource Pool
Disk Format B RVCS
Properties D_ev Infra
Ready to Complete S| Eﬁ ht_DC
[} Discovered virtual maching

Help < Back | Mext > I Cancel |

4

Enter the name you wish to assign to this vRPA. If you enter the name of an existing
VRPA, you will not be permitted to continue deployment.

1ol

Deployment Configuration
Select a deployment configuration.

Source

OVF Template Details

End User License Agreement Canfiguration:

Name and Location

Deployment Configuratior
Host / Cluster

Resource use:
Resource Pool CPU=2 Cores, Memary=4GE RAM, Storage=80GE Disk
Disk Format
Properties

Ready to Complete

Help < Back | Mext > I Cancel |




Create VRPAs

Select the desired configuration profile. The options are as follows:

2xCPU/4GB 4xCPU/4GB 8xCPU/8GB
virtual CPUs 2 4 8
RAM 4 GB 4 GB 8 GB
I
Source Select the resource pool within which you wish to deploy this template.

OVF Template Details
End User License Agreement  Resource pools allow hierarchical management of computing resources within a host or duster. Virtual
Mame and Location machines and child pools share the resources of their parent pool.

Deployment Configuration
Host / Cluster = B 10.76.5.90

Resource Pool =]
Storage

Disk Format

Metwork Mapping

1P Address Allocation
Properties

Ready to Complete

Help <Back | Mext > I Cancel

Select the desired vSphere host resource pool.

This step is optional because, in the absence of a resource pool, you can choose the
vSphere host, which should comply with the minimum resources required by the
VRPA.
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Deploy OVF Template -3l x|

Storage
Where do you want to store the virtual machine files?

Source Select & destination storage for the virtual machine files:

OVF Template Details

End User License Agreement b Eae TR I j a4

Mame and Location ) Name | Drive Type | Capacity | Provisioned | Free | Type | Thin Pro:
Leplovment Lonfigurauon

e @ 1scsi206 Non-550 1975G8 920.00MB  18.85GB WMFSS  Supporte
Host [ Cluster .

Resource Poal a Local ESX Disk Non-55D 662.75 GB 95.35GB 645.35 GB VMFSS Supporte
Storage a R_vCenter_19... Non-S5D 779.75 GB  79.75 GB 975.00 MB VMFS5 Supporte
Disk Format a vRPA Non-55D 99.75GB 81.77 GB 93.46 GB VMFSS Supporte

Netwoark Mapping
1P Address Allocation
Properties 4] | |

Ready to Complete

™ Disable Storage DRS for, this virtual machine

Select a datastore:

Name | Drive Type | Capac\ty| Provisioned ‘ Free | Type | Thin Provi
4] | 0|
Compatibility:

Help <Badk | ,WI Cancel |
4
Specify the vRPA Storage (datastore) that will be used to host the vRPA virtual
machine files. The best practice is to select a high-performance datastore. Do not use
a datastore that you intend to replicate with RecoverPoint.

=] Deploy OVF Template ;IEIEI

Disk Format
In which format do you want to store the virtual disks?

Source Datastore: Local ESX Disk

OVF Template Details

End User License Agreement Avallable space (GB): 545.3
Name and Location
Deployment Configuration
Host / Cluster

Resource Pool

Storage

Disk Format € Thick Provision Eager Zeroed
Network Mapping e Rt B e

1P Address Allocation

Properties

Ready to Complete

" Thick Provision Lazy Zeroed

Help <Back | Mext = I Cancel |

4

Specify the vRPA datastore virtual Disk Format. Select 74/n Provision.




Create VRPAs

(=) Deploy OVF Template -3l x|
Network Mapping
What networks should the deployed template use?

Source

OVF Template Details Map the networks used in this OVF template to networks in your inventory

End User License Agreement

Name and Location Source Networks | DestinationNetworks |
Deglux. ment Configuration WAN Network WAN Network

Host [ Cluster LAN Netwark LAN Netwark

Resource Pool .

Storage iSCSI1 Network |Lﬁ.N Network vI

Disk Format iSCSI2 Network
ek ane A
1P Address Allocation

Properties
Ready to Complete

Description:

The iSCST1 Network netwark

L]

Help < Back | Mext > I Cancel |

4

Create the Network Mapping to map the four required vRPA Ethernet ports (Source
Networks) to the available vSphere virtual networks (Destination Networks). Do not
select the internal VMware iSCSI network (/SCS/ Network option).

r‘? Deploy OVF Template =10 5[

1P Address Allocation
Which allocation scheme should be used to allocate IP addresses?

Source

OVF Template Details

End User License Agreement & Fixed
MName and Location =

Deployment Confiquration IP addresses are manually configured.
Host / Cluster No automatic allocation is performed.

Resource Pool

Choose the IP allocation policy to use:

 Transient

Storage

" IP addresses are automatically allocated from the
Disk Format

vCenter managed IP network range at power-on,

Network Mappin and released at power-off.
IP Address Allocation
Properties  DHCP

Ready to Complete
: i A DHCP server is used for IP allocation.

Help < Back | Next 2 I Cancel |

4

Specify the desired IP address allocation policy for the vRPA temporary IP, which will
later be used to connect to the Deployment Manager.
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If you selected the fixed IP policy, enter the required IP Properties.

Depl Template M=l E3
Properties
Customize the software solution Far this deployment.
Source
OWF Template Details
End User License Agreement Temporary IP
Mame and Location 0.7 .5 .10l
Besource Pool
Storage Temporary Subnet
Disk Format
Metwiork Mappin 255,255 254 . O
1P Address Allocation
Properties Temporary DNS
Ready to Complete 0.7 .10 .1
Temporary Gateway
m.#® 4 .1
H;'DI < Back | Next > I Cancel
A
The Ready to Complete screen summarizes all your selections.
Deploy OVF Template - Dlﬂ
Ready to Complete
Are these the options you want to use?
Source
OVF Template Details When you dick Finish, the deployment task will be started.
End User License Agreement Deployment settings:
Name and Location OVFfile: Z:\OVF\WRPA-Clean\vRPADV
Leployment Confiquration
Ee ItD gen;(:onﬁ uration Download size: Less than 1MB
S Size ondisk: Unknown
Resource Pool
Storage Name: EMC RecoverPoint vRPA
Disk Format Folden Right_DC
Netwerk Mapping Deployment Configuration: 2% CPU { 4GB RAM
IP Address Allocation HostfCluster: 10.76.5.90
Ready to Complete Resource Pool: Beijing (Right) Site Resource Pool
Datastore: Local ESX Disk
Disk provisioning: Thin Provision
MNetwark Mapping: "WAN Network"to "WAN Nebwork”
MNetwark Mapping: "LAN Metwork"to"LAN Network"
MNetwark Mapping: "iSCSI1 Network"to "LAN Netwaork”
MNetwark Mapping: "iSCSI2 Network"to "LAN Netwaork”
IP Allocation: Dhep, IPv4
o Power on after deployment
Help < Back | Finish I Cancel
Y

Click Finish.
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The Deploying VRPA box appears, showing the progress of vRPA creation.

(= R_¥C5 - vSphere Client |_ (O x|
Fie Edit Wiew Inventory Administration Plugins Help
‘Q Home b gF Tnwentory b [l Hosts and Clusters ‘ w Search Tnvertory ‘Q ‘
4+ +
8 € &
Bl [ R VS 10.76.5.90 YMware ESXi, 5.1.0, 799733
Dev Infra _ _ _
B [ Right e — R Canfigur ation
E [55) 18% Deploying vRPA -] -
= 1076590 =
res Devices
= @ Beling (R pepioving vRPA
& Right Refresh  Delete  Add Storage...  Rescan Al
() ¥RPA  Deploying disk 1 of 1 from - -
C:\Users|administrator|DeskkoptyRPAVRPA-disk L vmdk - | Shatus | Device | Drive Type
@ Mormal  DGCISCSIDisk(.. Mon-33D
Disk. & Mormal Local DELL Disk (... Mon-550
— r_196_. @ At DGC Fibre Channel... Mon-550
2 minutes and 22 seconds remaining & hormal DGC Fibre Channel... Mon-550
[ Close this dialog when completed
»
T ! 2
Details Propertiss. ..
Software s
¥RPA =]
Licensed Features Location:  JvmFsfvolumes/S0e9654b-e2df7.290-c569-00 Lec9ach3ns
Time Configuration Hardware Acceleration:  Supported —
DHIS and Routing Refresh Storage Capabilties
Authentication Services System Storage Capabiliy: NfA =
Power Management fooedo® = _’lJ
3 | Vlrtua! {V\a:‘hme ?tart\fﬂshutduwn =
Recent Tasks Name, Target or Status contains: Clear %
Hame | Target | status | Details | itisted by | wCenter Server | Requested Start Ti... < | Start Time
¥ Deploy OVF template & wRPa Er N — Administrator [ R_YCS 1122013 8:25:38PM  1}12/20138:25
$ Unregister virtusl mach,.. (1 vRPA & Completed Administrator (5] R_VCS 1zz03sas:4 P 112/2003 8:18;
4 | |

|99 Tasks @i Alams | [ddministeator 7

When completed, the vRPA Summary tab shows the vRPA package contents as
specified.

Fin Edt View Inverlory Admnistralion Pugis Heb

Bl (& ome b g tentory b () Hoets and Custers
wm b 8bmBaeess
B —

Plaps | Siorags Views

WM Viasion; e Prinessnd Stom e TarGh
| ow 2viru Notshared Shorage: 22160
Memary % Me Uied Stara: s
ey et Lt S EET | et T |

| Whevare Tocks: A Not nuning (Mot irstabed) B wea & Mo NS0

| 1 e & | -

| ot L ) [=

| Evemoe: ™ R R e prp— &
15051 Hekwcrk Trabard et gron

| smanee Powsred Off = pot galn &

ot i o 3

wighere HA Probectiore (B Mg W

Emlr et
|

| | ¥ Storage Profies:
Profies Complarnce:
7 b

. 3 | diokes: EMC Recovaont Vet Aoplance = -
Recent Tasks
Morar | Tanpet Salus = | Walisbed by | vCender | Rsquested Sart ...+ | Rart Tere | Completed Tir
#] Oeploy OVF terrplate B whea © Completed e R . . s
i I Li

The new vRPA virtual machine is ready to be powered on. The selected IP policy will
be implemented automatically when the vRPA is powered up.
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Chapter8 Deploy

RecoverPoint/SE on
Virtual RPA Cluster

The chapter presents the procedure for deploying virtual RPAs in RecoverPoint
clusters.

By this point, you should have completed all of the tasks necessary to prepare for
installation of your RecoverPoint/SE software. The status should be as follows:

e The RecoverPoint splitter is enabled on the array (that is, with status of
Active).

The virtual RPAs have been assigned with temporary IPs (given that DHCP is
not available).

The VNX storage processors are fully cabled.

VNX arrays are running OE for Block version later than 05.32.000.5.201.

VNX arrays are pre-configured with iSCSI ports.

Virtual RPAs have been created, on ESXi 5.0 (or later) servers, using the
RecoverPoint OVF file (see Chapter 7: “Create vRPAs,” on page 45).

VMware vCenter Server is 5.0 or later, with at least one registered vSphere 5.0
or later.

Valid segmented network infrastructure between:
» The vSphere host and the VNX array (iSCSI 1G/10G)
»= The vSphere host and the existing RPA cluster networks (LAN and WAN)

Reserved quota for virtual system resources: CPU, memory, disk.
Four virtual networks: LAN, WAN, iSCSI1, iSCSI2.

The IP & SAN Setup Details Templates are completed and available.

Java™ 7 (update 13 or higher), 32-bit, must be installed on your workstation,
that is, the machine on which you will be running the Deployment Manager
software. It is highly recommended to have the latest Java 7 update installed.

If you have not completed all of the prerequisites for installation, you should do so
now, before continuing.

The RecoverPoint/SE Installer Wizard installs one RPA cluster at a time. Therefore, if
you want to deploy a cluster at a second site, run the wizard a second time.
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Note: This clusteris called an “RPA cluster”, regardless of whether it contains
physical or virtual RPAs. Mixing physical RPAs and virtual RPAs in the same
cluster is not allowed.

If you install two clusters, you will then need to run the Connect Cluster Wizard to
enable replication and communication between them.

Some notes about the RecoverPoint/SE Installer Wizard:

e Toimprove system performance, enter values in all fields presented by the
wizard.

e Java™ 7 (update 13 or higher), 32-bit, must be installed on the local
workstation, that is, the machine on which you will be running the wizard. It is
highly recommended to have the latest Java 7 update installed.

e Whenever you click Next, the system automatically saves configuration
settings in the configuration file.

Once all preparations for installation are complete, extract the files from the
RecoverPoint Deployment Manager zip file (which you should find in your
RecoverPoint/SE Installation Kit) to a local disk, and then open RecoverPoint_DM.exe.

You are prompted to check for a newer release of Deployment Manager.

EMC

RecoverPoint Deployment Manager

@ Do you want to check for a newer release of
Deployment Manager?
Release 2.1
\ [ Yes ] ’ No l

If you are using the Deployment Manager from the RecoverPoint/SE Installation Kit
that you just downloaded from EMC Online Support, you can be assured that you
have the latest release, so click No.
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EMC

coverPoint Deployment Manager

(i) Which RecoverPoint release would you like to
install, maintain, or upgrade from?

@ RecoverPoint 4.0 or later releases

() RecoverPaint 3.5 or earlier releases

Release 2.1

\ [ net> [ cancel |

You are prompted to choose which RecoverPoint/SE release you plan to install. Select
RecoverPoint 4.0 or later releases.

The Login screen appears.

EMC

ecoverPoint Deployment Manager

@ Install RecoverPoint/SE
() Upgrade RecoverPoint/SE
() Other operations (EMC personnel)
Uszernarme: |

Passuvard: I

Release 2.1

\ I Login I [ Cancel

Select Install RecoverPoint/SE, and click Login.




Deploy RecoverPoint/SE on Virtual RPA Cluster

The RecoverPoint Deployment Manager Wizard screen appears.

7 N ™
RecoverPaint Deployment Manager Wizard [Simulator] E@g

RecoverPoint Deployment Manager Wizard [Simulator]

Please select the desired wizard. Click 'Mext' to continue

RecoverPoint/SE Installer Wizard

Use this wizard to install @ new RecoverPoint/SE cluster.

Connect Cluster Wizard

Use this wizard to connect a new cluster to an existing RecoverPoint system.

< Back Next » Eoan

L5 A

Select RecoverPoint/SE Installer Wizard.
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The Prerequisites screen appears.

Prerequisites o
Before continuing, ensure the following conditiens are met on your system. ﬁ

= 1. Prerequisites
+ 2. Configuration file If any of the conditicns are not fulfilled, it is recommended to close the wizard, fulfill the cenditions, then run the
. 3. Environment settings wizard again.
4, RPA discovery
+ 5.1P and connectivity settings

Before continuing, ensure the following conditions are met on your system.

6. Login credentials # RPAs are connected to SAN and Ethernet network
© 7. Connectivity results # RPAs are loaded with the same RecoverPoint/SE IS0 image
8, EMC Online Support site credentials # RPAs are set with IP addresses (optional if your envirenment includes a DHCP server)
+ 8. Update RecoverPoint version # The computer that the wizard is run from must be able to communicate with the cluster management IP
10. Upgrade Change Management procedures and all of the cluster's RPA management (LAM) networks. Ensure that ports 21, 22, 7225, and 8082 (all TCP)
© 11. Apply configuration results are open on the computer to enable communication with all RPAs,
12, Storage configuration Tip: Telnet to these ports on the computer to ensure they are open.
1 13. Apply configuration # RPAs are either all physical RPAs or all virtual RPAs
- 14, Summary 4 You have EMC Online Support login credentials.

If you do not have these credentials, or the computer that the wizard is run frem does not have Internet
connectivity, you must have an Installation Change Management XML file available locally to complete the
upgrade.

# I[f installing physical RPAs:
- RPAs are rack mounted
- All RPAs must be Gen4 or later

# Ifinstalling virtual RPAs:
- Virtual RPAs are deployed using the RecoverPoint OVF package
- WNX arrays are running OE for Block version later than 05.32.000.5.201
- VX arrays are pre-configured with iSCSI ports
- VMware vCenter Server is 5.0 or later, with at least one registered vSphere 5.0 or later
- Valid segmented network infrastructure between:
- The vSphere host and the VNX array (iSCS116/10G)
- The vSphere host and the existing RPA cluster networks (LAM and WAN)
- Reserved quota for virtual system resources: CPL, memory, disk
- Four virtual networks: LAN, WARN, iSCSH, iSCSI2

[]1 have fulfilled the ¢ itions for il ing my

[ B ) =Bk | net» Finish

Assuming all of the prerequisites have been completed, select the checkbox, and
continue with the installation.
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The Configuration file screen appears.
’ RecoverPoint/SE Installer Wizard [Simulator] [E=NER =)

Configuration file

N
Select the desired installation mode and click 'Mext' to continue. ﬁ
M1 Prerequisites (@ Create a new installation configuration file
= 2. Configuration file
3. Environment settings \wmware-hast\Shared Folders\Desktop\RPSE_config.properties
4, RPA discovery (71 Continue an installation from a saved configuration file

5.1P and connectivity settings

6. Login credentials

7. Connectivity results

8, EMC Online Support site credentials

9. Update RecoverPoint release

10. Installation Change Management procedures
11. Apply configuration results

12, Storage configuration

13, Apply configuration

14, Summary

Browse...

[ <Back || Nex> | Finish

& = J

Select the first option, Create a new installation configuration file. Then, specify the
path for the file, RPSE_config.properties, as your installation configuration file. It will
be used to store the installation settings that you specify during this installation for
backup purposes.

The same file should be specified when continuing an installation that was
interrupted prior to completion. In that case, select the second option, Create or
continue an installation from a saved configuration file, and enter the filename there.

Note that the RecoverPoint installation process is performed on one cluster at a time.

When you are done, click Next to display the Environment settings screen.

— M
[ RecoverPaint/SE Installer Wizard [Simulator] ==
Environment settings S
Define the RecoverPoint cluster settings. ﬁ
¥ 1. Prerequisites Gor==
¥ 2. Configuration file
N . Cluster name
= 3. Environment settings
4. RPA discovery Number of RPAs |2 -
5.1P and connectivity settings . .
. . Time zone [(GMT+0?_'00] Asia/lerusalem ']
6. Login credentials
7. Connectivity results Connectivity
8. EMC Online Suppc.lrt site credentials LAN WAN
9. Update RecoverPoint release T
10. Installation Change Management procedures = IIP""1 '] [IPM 'I
11. Apply configuration results MTU 1500 1500
12. Storage configuration
13. Apply configuration Environment
14. Summary Domain name
Primary DNS server
Secondary DNS server
NTP server
Secondary NTP servers
L 4
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Begin by entering the general parameters that define the cluster:
e (lustername
e Number of vRPAs
e Time zone

Add connectivity settings:

e LAN IP type (IPv4 or IPv6, or both) and MTU (for which the default value is
1500, and should not be changed)

e WAN IP type (IPv4 or IPv6) and MTU (for which the default value is 1500, and
should not be changed)

Note: Inthe remainder of this guide, the default assumption is that your LAN and
WAN IPs use IPv4.

Finally, enter the following environment parameters, all of which are optionat:
e Domain name
e Primary and, if available, secondary DNS server

e NTP server or servers

Note: NTP servers can be defined only in a single site, where the rest of the
VvRPAs are synced with the NTP-defined site.

Once you have completed entering the Environment settings, you are ready to specify
the VRPA and site IP addresses. Click Next to continue.
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If your environment includes a DHCP server, and you have not already assigned IP
addresses to your VRPAs, you can instruct Deployment Manager to auto detect vRPAs
for which you have not set a temporary IP address. To do so, select the | want
Deployment Manager to discover the RPA IP addresses option on the RPA Discovery
screen. Upon clicking Discover, the Deployment Manager discovers the vRPAs on your
network automatically, based on the IPs assigned by the DHCP server. Your
workstation will use these temporary IP addresses to communicate with the vRPAs
during installation.

s )
RecoverPoint/SE Installer Wizard [Simulator] (=[5 )

RPA discovery

o)
Define how you want to set the IP addresses of uninstalled RPAs ﬁ

¥ 1. Prerequisites RPAIP addresses

¥ 2. Configuration file ©) I have already set IP addresses for the RPAs
¥ 3. Environment settings

= 4. RPA discovery
5.1P and connectivity settings

This option is recormmended when one or more of the following is true:
1. ¥ou have already setthe RRAIP addresses,
2.%ou are installing RPAs running releases eatlier than 3.5,

6. Login credentials 3. Your environment does not include a DHCP server,

7. Connectivity results @ I want Deployment Manager to discover the RPA IP addresses

8. EMC Online Support site credentials This eption is only relevant when RPAs are running release 3.5 or later and your environment includes a DHCP
9. Update RecoverPoint release SErver.

10. Installation Change Management procedures

11. Apply configuration results Discover uninstalled RecoverPoint Appliances (RPAs)

12. Storage configuration (L) This option saves you from having to manually connect to each RPA and set an IP address.
13. Apply configuration ‘When you click "Discover”, you can choose how Deployment Manager will discover the RPA and get their
14. Surmmary currently set IP addresses.

RPA1 10761011 Select a discovered RPA

RPA2 |10761012 | Select a discovered RPA

«# RPA discovery finished and found 3 uninstalled RPAs.

< Back Next > Finish
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Alternatively, if you have already assigned the IP addresses to your vRPAs, choose the
first option, I have already set IP addresses for the vRPAs.

RPA discovery o
Define how you want to set the IP addresses of uninstalled RPAs ﬁ
I/ 1. Prerequisites RPATP addresses

] 2. Configuration file
1 3. Environment settings
= 4. RPA discovery

@ I have already set IP addresses for the RPAs

This option is recommended when one or more of the following is true:
1. You have already set the RPAIP addresses.

< 5.1P and connectivity settings 2. You are installing RPAs running releases earlier than 3.5.
. 6. Login credentials 3. Your environment does not include a DHCP server.
7. Connectivity results () I want Deployment Manager to discover the RPA IP addresses

+ 8. EMC Online Support site credentials This option is only relevantwhen RP&As are running release 3.5 or later and your environment includes a DHCP

9, Update RecoverPoint version SEPER
- 10. Upgrade Change Management procedures

11, Apply configuration results Discover uninstalled RecoverPoint Appliances (RPAs)

. 12, Storage configuration (I) This option saves you from having to manually connect to each RP& and set an [P address.
13, Apply configuration When you click "Discover”, you can choose howe Deployrment Managerwill discover the RPA and get their
© 14, Summary currently setIP addresses,

Discover...

RRA1 [10.761011

RP22  10.761012

[ Hep  |[ <Back [ Near | ot

You may now continue and configure the IPs for cluster management and vRPAs, and
relevant Management (LAN) and WAN subnet and gateway settings.

When you are done, click Next to display the IP and connectivity settings screen.
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Be advised that the cluster management IP should reside on the same network as the
LAN interface for the RPAs (labeled as LAN IPv4).

r — B
RecoverPoint/SE Installer Wizard [Simulator] [E=SEn =)
IP and connectivity settings 5
Define the MyCluster cluster IP configurations and the RPAIP settings. ﬁ
1 1. Prerequisites RPA IP addresses and connectivity settings
¥ 2. Configuratien file LAN IPva
¥ 3. Environment settings
] 4. RPA discovery Cluster management  10.1010.10
=7 5.1IP and connectivity settings
6. Login credentials LAN 1Pvd WAN IPvd
7. Connectivity results
8. EMC Online Support site credentials TR 0000 0000
9. Update RecoverPoint release
IO‘InstaIIatlon.Chan.ga Management procedures LAN TPvd WAN TP
11. Apply configuration results
12. Storage configuration RPA1 (10.76.10.11) 10101020 10101030
13. Apply configuration RPA 2 (10.7610.12) 1010.1040 1010.10.50
14, Summary
Default gateways
(1) The default gateway(s) used for cluster management over the LAN network.
1Pvd default gateway  10.10.10.60]
Additional gateways
Gateway Target netmask Target subnet
b4
<Back Next > Finish
S J

The Cluster management IP will serve as a floating IP address (also known as a virtual
IP address), and will be used to control the Unisphere for RecoverPoint management
application GUI.

When you have completed assigning these IP settings, continue to the Login
credentials screen.

s )
RecoverPoint/SE Installer Wizard [Simulator] (=[5 )

Login credentials

o)
Enter the default RecoverPoint login credentials. ﬁ

¥ 1. Prerequisites
¥ 2. Configuration file
¥ 3. Environment settings
V] 4. RPA discovery Password  sessses|
¥ 5.1P and connectivity settings
= 6. Login credentials
7. Connectivity results
8. EMC Online Support site credentials
9. Update RecoverPoint release
10. Installation Change Management procedures
11. Apply configuration results
12. Storage configuration
13. Apply configuration
14. Summary

RecoverPoint login credentials

Username  boxmgmt

<Back || Ned> Finish
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Enter the default password, boxmgmt. Upon clicking Next, the system validates
connectivity with each of the RPAs in the cluster, and presents the results in the

Connectivity results screen.

RecoverPoint/SE Installer Wizard [Simulator]

:Eg

Connedlivity results

The results of the RecoverPoint connectivity check are shown below.

[ 1. Prerequisites

] 2. Configuration file

¥ 3. Environment settings.

7] 4. RPA discovery

[ 5.1P and connectivity settings

] 6. Login credentials

= 7. Connectivity results
8. EMC Online Support site credentials
9. Update RecoverPaint release
10. Installation Change Management procedures
11. Apply configuration results
12. Storage configuration
13. Apply configuration

14, Summary

RecoverPoint connectivity results

Status  RPA | Cluster name LAN P address
A RPAL  MyCluster 10104020
£ RPAZ  MyCluster 10101040

Hardware plat...
Unknewn
Unknown

Comment
Only Gend and later RPAs are ...
Only Gend and later RPAs are ...

RecoverPoint release

< Connectivity test finished successfully.

Retry

Next > Finish

If there are connectivity errors, you must correct them, and then click Retry to
revalidate the connectivity statuses. When the “Connectivity test finished
successfully” message is displayed, click Next to continue.

You must also define the iSCSI settings for your vRPA cluster, in the Cluster iSCSI
settings screen, which now appears.

-
RecoverPoint/SE Installer Wizard [Simulator]

=] E [ |

Cluster iSCSI settings
Define the RPA cluster iSCSI settings.

[¥] 1. Prerequisites
[¥] 2. Configuration file
[¥] 3. Environment settings
[v] 4. RPA discovery
[¥] 5.1P and connectivity settings
[ 6. Login credentials
[¥] 7. Connectivity results
= 8. RPA iSCSI configuration
= 8. 1. Cluster iSCS] settings
8. 2. RPAISCSL ports
9. EMC Online Suppert site credentials
+ 10. Update RecoverPoint release
+ 11, Installation Change Management procedures
- 12 Apply configuration results
+ 13, Sterage configuration
13.1. Storage registration
13. 2. Storage connectivity
13. 3. Storage iSCSI ports
13. 4. Apply i5CSI configuration results
13.5. SAN diagnostics
13. 6. Repository volume
< 14, Apply configuration
- 15, Summary

Connectivity
iSCSI1

iSCSI2

Pype [ppu

-] [pw -

MTU 1500

["] Configure CHAP credentials for the RPAs iSCSI ports
CHAP credentials

Username

Password

1500

Mext = Finish

Cancel

L

Once again, the default value for MTUs is 1500, and should not be changed. If
relevant, select the | want to configure CHAP credentials for the RPAs iSCSI ports
checkbox, and modify the CHAP username and password.
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When you press Next, the RPA iSCSI ports screen appears.

r
RecoverPoint/SE Installer Wizard [Simulator]

Cluster iSCSI settings
Define the RPA cluster i5CSI settings.

[¥] 1. Prerequisites
[¥] 2. Configuration file
[] 3. Environment settings
[ 4. RPA discovery
[¥] 5.1P and connectivity settings
[] 6. Login credentials
[] 7. Connectivity results
= 8. RPA i5CSI configuration
= 8. 1. Cluster iSCS] settings
8. 2. RPAISCSI ports
- 8, EMC Online Support site credentials
- 10. Update RecoverPoint release
- 11. Installation Change Management procedures
- 12, Apply configuration results
- 13, Storage configuration
13.1. Storage registration
13. 2, Storage connectivity
13. 3. Storage iSCSI ports
13, 4, Apply iSCSI configuration results
13, 5. SAN diagnostics
13. 6. Repository volume
14, Apply configuration
15, Summary

Connectivity

iSCSI1 iSCSI2
Pope [ ] [P M
MTU 1500 1500

[ Configure CHAP credentials for the RPAs iSCSI ports
CHAP credentials
Usemame

Password

As with the WAN and LAN, you must define the RPA IP and gateway settings for the

iSCSI networks.

It is strongly recommended to place the iSCSI interface on a different subnet than the
LAN and WAN interface, to avoid iSCSI communication errors. Click Next.

The RPA iSCSI ports screen appears.

P
RecoverPaint/SE Installer Wizard [Simulator]

RPA ISCSI ports
Define the cluster iSCSIIP cenfiguration.

[l 1. Prerequisites
] 2. Configuration file
[¥] 3. Environment settings
[] 4. RPA discovery
[¥] 5.1P and connectivity settings
[v] 6. Login credentials
[¥] 7. Connectivity results
= 8. RPA i5CSI configuration
[¥] 8.1. Cluster iSCSI settings
= 8.2. RPAISCSI ports
©* 9, EMC Online Support site credentials
+ 10. Update RecoverPoint release
©* 11. Installation Change Management procedures
©* 12. Apply configuration results
©* 13. Storage configuration
13.1. Storage registration
13. 2. Sterage connectivity
13. 3. Storage iI5CS] ports.
13,4, Apply iSCSI configuration results
13, 5. SAN diagnostics
13.6. Repository volume
+ 14, Apply configuration
15, Summary

RPASCSIIP addresses

ISCSI1 1A ISCS12 14
Interface netmask 9000 0.00.0
iSCSI1 P iSCSI2 1P
RPAL 10101010 1010.10.20
RPAZ 10101030 10101040
Default gateways
(D) The default gateway(s) used for cluster management over the LAN network.
IPvd default gateway ~ 10.10.10.60
Additional gateways
Gateway Target netmask Target subnet
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The current cluster iSCSI IP configurations and RPA iSCSI IP settings are displayed.
Enter the iSCSI settings for the new RPAs.

e Interface netmask — LAN and WAN, based on IP type (IPv4 or IPv6)

e RPA —iSCSI 1 andiSCSI 2 IP addresses of the existing RPAs in the cluster,
and the addresses of the new RPAs you are adding to the cluster.

e Default gateway — which cannot be modified.

e Additional gateways — as defined by Gateway, Target netmask, and Target
subnet

Click Add route to add additional gateways, and then click Next.

The EMC Online Support credentials screen appears.

f M
RecoverPoint/SE Installer Wizard [Simulator] [= [ 5 [t

EMC Online Support credentials

5
Enter EMC Online Support credentials to access relevant RecoverPoint 150 images to apply to the cluster, and to provide you with the relevant Installation Change Management ﬁ
information required to complete the installation.

¥ 1. Prerequisites
¥ 2. Configuration file

] 3. Environment settings
] 4. RPA discovery EMC Online Support login credentials

(1) EMC Online Support site credentials are needed for downloading RecoverPoint Installation Change Management information.
You must provide credentials or an Installation Change Management file available locally.

[¥] 5.1P and connectivity settings Username  sample@testing.emc.com

] 6. Login credentials

¥ 7. Connectivity results

7] 8. RPA i5CSI configuration
[+ 8.1, Cluster iSCSI settings

Password  sessesse]

(D) Warning: You should only select this opticn if you do not have Internet connectivity.

] 8.2. RPAISCS] ports [] Use an offline Installation Change Management XML file
= 9. EMC Online Support site credentials
10. Update RecoverPoint release File name Browse...

- 11.Installation Change Management procedures
© 12. Apply configuration results
13. Storage configuration
13.1. Storage registration
-+ 13. 2. Sterage connectivity
© 13,3, Storage iSCSl ports
13. 4. Apply i5C5] configuration results
13, 5. 5AN diagnostics
-+ 13.6. Repository volume
©* 14. Apply configuration
15. Summary
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Enter EMC Online Support site credentials (username and password) to access
relevant RecoverPoint/SE ISO images to apply to the cluster, and to provide you with
the relevant Installation Change Management information required to complete the
installation.

If you are in a “dark site”—that is, where you do not have Internet connectivity—select
the Use an offline Upgrade Change Management XML file checkbox, and enter the
desired filename.

The Update RecoverPoint release screen appears.

s ™
RecoverPoint/SE Installer Wizard [Simulator] [E=g
Update RecoverPoint release 5
Select how you want te update the RecoverPoint release running on the RPAs. ﬁs

&l Prerequisites /i), The RPAs you are about to install are running different RecoverPoint releases.
M2 Configuration file To continue, all the RPAs in the cluster must run the same release (IS0 image).
V] 3. Environment settings Select the option to update the same 150 image to all the RPAs,

] 4. RPA discovery

¥ 5.1P and connectivity settings
7] 6. Login credentials

Update options
@ Update with an ISO image available from EMC Online Support site (recommended)

1 7. Connectivity results Select this option to download an SO image available from EMC Online Support site (login credentials required)
] 8. RPA i5CSI configuration

7 8.1. Cluster i5CS] settings () Update with an ISO image available locally

] 8.2. RPASCSI ports Select this option ifyou have an IS0 image on your local machine, a DVD, 2 USE device, or an FTP server

[¥] 9. EMC Online Support site credentials
> 10. Update RecoverPoint release
11. Installation Change Management procedures
12, Apply configuration results
- 13. Storage configuration
I 13.1. Storage registration
13. 2. Storage connectivity
13, 3. Storage iSCSI ports
134, Apply iSCSI configuration results
-+ 13.5. SAN diagnostics
13. 6. Repositary volume
14, Apply configuration
- 15, Summary

S S

The message at the top of this screen reports the RecoverPoint release that is
currently running on all of the RPAs in your cluster (that is, the ISO image that comes
pre-installed), or alternatively notifies you that not all of your RPAs are running the
same image. To ensure that all of your RPAs are running the latest image for the
current release, it is recommended that you select Update with an ISO image
available from EMC Online Support.
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The ISO image download details screen appears.

IS
RecoverPoint/SE Installer Wizard [Simulator]

1SO image download details

S5
Provide EMC Online Support site credentials, choose the desired 150 image and and define where to save it, ﬁ

] 1. Prerequisites

¥ 2. Configuration file

] 2. Environment settings

¥ 4. RPA discovery

¥ 5.1P and connectivity settings
[¥] 6. Login credentials

] 7. Connectivity results

] 8. RPA i5CSI configuration

EMC Online Support site credentials
Username  sample@testing.emc.com
Password CLTTTTTY
RecoverPoint IS0 image download details

Release RecoverPoint 4.0 5P2 P11S0 image (864 MB) ~

Targetfolder  \\vmware-host\Shared Folders\Desktop

[+ 8.1, Cluster iSCS] settings
[v] 8.2. RPAISCSI ports
] 9. EMC Online Support site credentials
] 10. Update RecoverPoint release
= 11.Image settings
= 11. 1. ISO image download details
-+ 11, 2. 150 file information
12. Installation Change Management procedures
- 13. Upgrade and Apply configuration results
©* 14, Storage configuration
14.1. Storage registration
14, 2. Storage connectivity
- 14. 3. Sterage iSCSI ports
© 14.4. Apply iSCSI configuration results
14. 5. SAN diagnostics
14, 6. Repository volume
- 15. Apply configuration
© 16. Summary

S -}

To continue:

e Enteryour EMC Online Support credentials.
e Select the RecoverPoint version you wish to download.

e Indicate where you want to save it on your local machine (that is, the machine
running Deployment Manager).

e Click Next.

The ISO image downloads to your local machine.
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When the download is complete, the ISO file information screen appears.

r M
RecaverPaint/SE Installer Wizard [Simulator] (==

IS0 file information
Enter 130 file information to download the IS0 file to the RPAs S

1 1. Prerequisites Select a download source and enter 1SO file name:
¥ 2. Configuration file
] 2. Environment settings
¥ 4. RPA discovery
7] 5.1P and connectivity settings Filename  BireW.l_d.208\emchreld.1_d.208_release_emc_md5_7b8bd390374c67579fel bl 0b2bE8SC3.isc] Browse..
[¥] 6. Login credentials
] 7. Connectivity results
] 8. RPA i5CSI configuration
[+ 8.1, Cluster iSCS] settings File narne
] 8.2. RPAISCSI ports A DVD/USB is inserted in all of the RPAs
] 9. EMC Online Support site credentials
] 10. Update RecoverPoint release
= 11.Image settings
= 11. 1.ISO file information
© 12.Installation Change Management procedures Server P

@ Upload from local machine

() Copy from DVD or USB device inserted in the RPAs

() Download from FTP server

13. Upgrade and Apply configuration results
- 14, Storage configuration
+* 14.1. Sterage registration Usernarme
14, 2. Storage connectivity
14. 3. Storage i5CS ports
- 14. 4. Apply iSCSI configuration results File Iocation
I 14,5, SAN diagnestics
14. 6. Repositary volume
15. Apply configuration
+ 16, Summary

Sepver port 2

Passward

File name

S

Deployment Manager offers several methods for delivering the ISO to the RPAs:

e Upload the ISO directly to the RPAs from your workstation (that is, the “local
machine”).

o Copy the ISO file to a USB device or burn it on a DVD, and then simply connect
orinsert the media into the RPA.

e Upload the ISO file to an FTP site, and have the RPAs download the ISO from
the FTP site.
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Regardless of the delivery method, the Installation Change Management procedures
screen appears.

(i RecoverPoint/SE Installer Wizard [Simulator]

Upgrade Change Management procedures 5
Before continuing, ensure the Upgrade Change Management procedures are completed. ﬁ

1 1. Prerequisites (@ Open each procedure, complete the instructions, and select the checkbox.

1 2. Configuration file Important: Failure to complete each procedure may cause the upgrade to fail and data to be lost. If a procedure is undlear to you,
[ 3. Environment settings contact EMC Customer Support for assistance.

[ 4. RPA discovery

[ 5.1P and connectivity settings Genersl upgrade messages

1 6. Login credentials ] ® Encountering a Problem while running Deployment Manager
[¥1 7. Connectivity results O @ Activity Follow-up
7] 8 RPAiSCS] configuration [ @D Restriction with VNX 05.32.000.5.006
7 8.1. Cluster iSCS] settings
71 8.2, RPA ISCSl ports Upgrade Change Management procedures
7] 9. EMC Online Support site credentials B® ETé;mrJSEW?:VN RecoverPoint: VNX Operating Environment (OE) for Block 0532 is incompatible with RecoverPoint Appliance
software,

71 10. Update RecoverPoint version

1 11. Tmage settings
) 11.1. 150 file information

1> 12. Upgrade Change Management procedures
13. Upgrade and Apply configuration results

&fo)] ETA emc299619: VNX: Non-disruptive upgrade (NDU) from VNX OE 05.31.000.5.XXX and later to VNX O 5.32.000.5.006 or VNX OF
05.32.000.5.008 could result in a reboot of a single storage processor (SP) and the inability of the NDU operation to complete.

[] &) RecoverPoint: How to access System Setup / BIOS / CMOS for the RPA

14. Storage configuration
14.1. VNX/CLARION Login credentials
14.2. VNX/CLARION Login status
14.3. Storage iSCSI ports
14.4. Apply i5CSI configuration results
14.5. SAN diagnostics
14.6. Repository volume

15. Apply configuration

16. Summary

Based on the ISO image that you have distributed to the RPAs in your cluster, the
wizard presents you with a list of general installation messages and Installation
Change Management procedures that must be completed before continuing the
installation.

Open each procedure. When you have performed the tasks required to complete the
procedure, close the procedure, and mark the checkbox. When you have completed
all of the procedures, click Next.

The Apply configurations results screen appears.
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While uploading the ISO file, the Apply configuration results screen shows the
progress of the upload for each RPA.

e ™
RecoverPoint/SE Installer Wizard [Simulator] [E=REE

Apply configuration results 5\
The results of applying the configuration settings to all RPAS are shown below. ﬁ

[¥] 1. Prerequisites

¥ 2. Configuration file

¥ 3. Envirenment settings

¥ 4. RPA discovery

¥ 5.1P and connectivity settings

File name: reld.1_d.202_release_emc_md5_1af62a791c523a8abbc8a0f032bdbc07.is0

RPAL  p—

] 6. Login credentials ) Applying RPA configuration
] 7. Connectivity results
[+ 8. RPAiSCSI configuration RPAZ —

[ 8. 1. Cluster iSCSI settings
[ 8. 2. RPASCSI ports
¥ 9. EMC Online Support site credentials
¥ 10. Update RecoverPoint release
] 11.Image settings
1 11.1. 150 file information
[v] 12. Installztion Change Management procedures
= 13. Upgrade and Apply configuration results
14. Storage configuration

ﬁ.‘ Applying RPA configuration

14.1. Storage registration
©* 14, 2. Storage connectivity
©* 14,3, Storage i5CSI ports
© 14, 4. Apply iSCSI configuration results
- 14.5. SAN diagnostics
14. 6. Repository volume
15, Apply configuration
16. Summary

<ok || hews =

Deployment Manager notifies you when upgrade and installation of the ISO is
completed for all the RPAs in the cluster.

r N
RecoverPoint/SE Installer Wizard [Simulator] ==

Apply configuration results 5\
The results of applying the canfiguration settings to all RPAs are shown below. ﬁ

¥ 1. Prerequisites
¥ 2. Configuration file
¥ 3. Envirenment settings
& 4. RPA discovery RPAL
] 5.1P and connectivity settings
[v] 6. Legin credentials
[v] 7. Connectivity results RPA 2
[+ 8. RPAiSCSI configuration
[ 8.1. Cluster iSCSI settings
¥ 8. 2. RPAISCSI ports
¥ 9. EMC Online Support site credentials
¥ 10. Update RecoverPoint release
] 11. Image settings
[¥] 11.1. 150 file information
[] 12, Installation Change Management procedures
= 13. Upgrade and Apply configuration results
14. Storage configuration

File name: rel4.1_d.202_release_emc_md5_1af62a791c523a8abbc8a0032bdbc07.is0

«# Upgrading and Installation completed successfully

«# Upgrading and Installation completed successfully

I 14,1, Storage registration
I 14,2, Storage connectivity
© 14, 3. Storage iSCSI ports
- 14. 4, Apply iSCSI configuration results
14. 5, 5AN diagnostics
14.6. Repository volume
15, Apply configuration
16. Summary

< Back Next > Finish

You can now progress to the Storage configuration step.
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In the storage registration screen, enter the storage processor IP addresses of the
array at the RPA cluster you are installing (as recorded on your IP & SAN Setup Details
Template), a username and password, and an authentication scope (for LDAP).

— N
RecoverPoint/SE Installer Wizard [Simulator] [E=REE)
Storage registration 5
Register your VNX/CLARIION array for RecoverPoint management. ﬁh

¥ 1. Prerequisites

] 2. Configuration file

[v] 3. Environment settings
] 4. RPA discovery 1P address of SP-A: 10101020
[¥] 5.1P and connectivity settings
] 6. Login credentials

7] 7. Connectivity results Password: ]

& 8. RPAiSCSI configuration AT
[ 8. 1. Cluster iSCSI settings
[V 8.2. RPAISCSI ports

[v] 9. EMC Online Support site credentials

[¥] 10. Update RecoverPoint release

¥ 11. Image settings
[ 11.1.150 file information

¥ 12. Installation Change Management procedures

EMC Unisphere/Navisphere login credentials
1P address of SP-A: 10101010

Username: admin

] 13. Upgrade and Apply configuration results
= 14. Storage configuration
= 14. 1. Storage registration
14, 2, Storage connectivity
14. 3. Storage iSCSI ports
14. 4. Apply iSCSI configuration results
14.5. S5AN diagnostics
©* 14.6. Repository velume
©- 15, Apply configuration
-+ 16, Summary

&

Based on this information, the system attempts to log into the VNX/CLARIiiON and
validate that:

e The RecoverPoint/SE Installer can communicate with VNX/CLARiiON SP A and
SP B.

e The login credentials are correct for SP A and SP B.
e SPAand SPB are not already attached to RecoverPoint/SE cluster.

o |P settings were applied successfully.

Click Next when you are done to display the Storage connectivity screen.
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The Storage connectivity screen notifies you whether or not all of the RPAs in the RPA
cluster are connected to the storage.

==
RecoverPoint/SE Installer Wizard [Simulator]

Storage connectivity

The storage connectivity status is shown below. The connectivity status is relevant to all RPA clusters in the RecoverPoint system.

] 1, Prerequisites
[ 2. Configuration file
[/ 3. Environment settings
[| 4. RPA discovery
[#] 5.1P and connectivity settings
[ 6. Login credentizls
[/ 7. Connectivity results
l| 8, RPAiSCSI configuration
] 8.1. Cluster iSCSI settings
[ 8.2. RPAISCSI ports
(/] 8. EMC Online Support site credentials
[+] 10, Update RecoverPuint release
] 11. Image settings
[/ 11.1, 180 file information
[ 12. Installation Change Management procedures
[+l 13, Upgrade and Apply configuration results
= 14. Storage configuration
[¥] 14.1. Storage registration
> 14. 2. Storage connectivity
14.3, Storage iSCSI ports
14,4, Apply iSCSI configuration results
14.5. SAN diagnostics
14.6. Repository volume
15. Apply configuration
16. Summary

Storage connectivity status
Storage type: VNX5300
Storage senial number: 123456

«# All RPAs are connected to the storage,

Cancel

If any errors exist, fix them now and click Refresh. When all RPAs are connected to the
storage, click Next. The specified storage is registered for RecoverPoint management.

The Storage iSCSI ports screen appears.

i
RecoverPoint/SE Installer Wizard [Simulator]

Storage iSCSI ports
Define the storage CHAP and iSCSIIP configurations.

¥ 1. Prerequisites
] 2. Configuration file
[¥] 3. Environment settings
¥ 4. RPA discovery
¥ 5.1P and connectivity settings
] 6. Login credentials
¥ 7. Connectivity results
i 8. RPAiSCSI configuration
|1 8.1. Cluster iSCSI settings
V1 8.2. RPAISCSI ports
[ 9. EMC Online Support site credentials
¥ 10. Update RecoverPoint release
¥ 11. Image settings
¥ 11.1.150 file information
& 12. Installation Change Management procedures
] 13. Upgrade and Apply cenfiguration results
= 14. Storage configuration
[¥] 14.1, Storage registration
[ 14.2. Storage connectivity
> 14. 3. Storage iSCSI ports
I 14. 4. Apply iSCSI configuration results
I 14.5. SAN diagnostics
© 14.6. Repository volume
-+ 15, Apply configuration
16, Summary

VNX/CLARGON details
Array name Myrray

[ Storage array requires CHAP authentication
CHAP credentials
Username
Password
Storage iSCSIIP addresses
Number of ports 2 =
Port11P: 10.10.10.10

Port 2 IP: 10.10.10.20]

Cancel
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The current storage CHAP and iSCSI IP configurations are displayed. Modify any
values you want to change, and press Next.

The Apply iSCSI configuration results screen appears.

e ™
RecoverPoint/SE Installer Wizard [Simulator] [E=SEE—
Apply configuration results 5
The results of applying the configuration settings to all RPAs are shown below. ﬁ

] 1. Prerequisites Results of applying configuration settings:
¥ 2. Configuration file
¥ 3. Envirenment settings
1 4. RPA discovery RPAL
(] 5.1P and connectivity settings () Getting current RPA state
& 6. Login credentials
] 7. Connectivity results [T —

[v| 8. RPA iSCSI configuration

[ 8. 1. Cluster iSCSI settings

[ 8. 2. RPASCSI ports
¥ 9. EMC Online Support site credentials
¥ 10. Update RecoverPoint release
V1 11. Image settings

¥ 11.1.150 file information
[v] 12. Installztion Change Management procedures
[¥] 13. Upgrade and Apply configuration results
> 14. Storage configuration

[ 14.1. Storage registration

[ 14.2. Storage connectivity

[ 14.3. Storage iSCSI ports

= 14. 4. Apply iSCSI configuration results

- 14,5, SAN diagnostics
14. 6. Repository volume
15. Apply cenfiguration

@3 Getting current RPA state

16. Summary

L J

The results of applying the configuration settings to all RPAs are displayed.

If you receive an error, use the following commands to troubleshoot the problem:

ping -1 eth2 <IP address>

ping -1 eth2 <IP address>

Where, for example, the IP address may be your iSCSI target, default gateway, etc.

Once installation has completed successfully, click Next.
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At this point, the SAN diagnostics mechanism informs you whether the components
have been successfully identified.

P N
RecoverPoint/SE Installer Wizard [Simulator] == Q

SAN diagnostics

5
The results of the SAN diagnostics test are shown below. ﬁﬁ

] 1. Prerequisites

¥ 2. Configuration file Sevanty’ RPA Message ID Category Description
[+ 3. Envirenment settings @ INFO RPAL1 Only one path detected to RPA, Verify that zon...
] 4. RPA discovery @ mro RPA 2 Only ane path detected to RPA, Verify that zon...

(] 5.1P and connectivity settings
[¥] 6. Login credentials
¥ 7. Connectivity results
¥ 8. RPASCSI configuration
[ 8. 1. Cluster iSCSI settings
[ 8. 2. RPAISCSI ports
/] 9. EMC Online Support site credentials
(] 10. Update RecoverPoint release
[¥] 11, Image settings
[ 11.1.150 file information
¥ 12. Installation Change Management procedures
1 13. Upgrade and Apply configuration results
= 14. Storage configuration
] 14.1. Storage registration
] 14. 2. Storage connectivity
[l 14. 3. Storage iSCSI ports
[ 14. 4. Apply iSCSI configuration results
= 14. 5. SAN diagnostics
14.6. Repository volume

15, Apply configuration

* 16. Summary
{ )

If errors are detected, you can click each error to display additional details about that
error. You must correct all SAN discovery errors before proceeding. In addition, it is
highly recommended that you resolve all warnings. Click Refresh to refresh the list
after resolving errors. When all errors are resolved, click Next.
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Before the storage configuration can be applied at this site, a repository volume must
be designated.

P A
RecoverPoint/SE Installer Wizard [Simulator] = [ 5 [
Repaository volume
Configure a repository volume for the cluster.
] 1. Prerequisites @ Fermatic
% ; Eor!f\guration file The installer will automatically create and configure a repository volume.
. Environment settings
[ 4. RPA discovery Sl
[ 5.1P and connectivity settings The installer will list possible wolumes, and you can select the one that will be configured as the repository volurme,
[] 6. Login credentials Volumes infermation
[ 7. Connectivity results Size Vendar Product Name uID
Z EEREAI '553[;””22;”:;" 4068 EMC DGC (VNXS3...  Volume3 O-51a46ecbd0BbATbfbI02edalS08Y...
[Py 4068 EMC DGC (VNXS2...  Volumes (25733805213ae0c405 cdld 527545462
.2 i orts
] 9. EMC Online Sup[puort site credentials 5.0GB EMC DGC (VNX53... Volume2 0x2bb59a72563803b40225f8302a7754d8
=] 1& U 5.0GB EMC DGC (VNX53... Volume5 0x-6678d 9944502471 d88fe7 56001 97
. Update RecoverPoint release - . .
[ 11. Image settings 6.0GB EMC DGC (VNX53... Volume? 0xdbc653439 cfd6baT45c6603567 cb258
0 \
¥ 11.1. 150 file information 8.0GB EMC DGC (VNX53... Volumed 0x-58f16ef63f5c448bf082bb64a386bc3T
[ 12. Installation Change Management procedures 9.0GB EMC DGC (VNX53... Volumel 0:11018afeb87al1€77dcb4b95d1 ball...
[/ 13. Upgrade and Apply configuration results
= 14, Storage configuration
] 14.1. Storage registration
[V 14. 2. Storage connectivity
[ 14.3. Storage iSCSI ports
vl 14,4, Apply iSCSI configuration results
¥ 14. 5. SAN diagnostics
= 14. 6. Repository volume
15. Apply configuration
16, Summary
L J

The repository volume is responsible for maintaining the configuration information
independently for each RecoverPoint cluster; therefore, you must define a repository
volume at both sites.

If you select Automatic, the Installer displays a list of all resource mapped to the RPA
cluster. Select a resource pool to allow RecoverPoint to automatically provision the
repository volume upon it. The minimum size of a repository volume that is
automatically provisioned by RecoverPoint is 5.72 GB.

You may also select the Manual option to select a volume (i.e. LUN) mapped to the
RPA cluster from the list and designate it as the repository volume. The minimum size
of a repository volume that is manually provisioned is 2.86 GB.

In both automatic and manual repository volume provisioning, any capacity beyond
the stated minimum capacity is not used. Therefore, best practice is to select
resource pools or volumes as close to the minimum size as possible.

Note: Do not change the name of the repository volume after it has been created.

When that process is complete, you are now ready for the Installer to apply the
designated configuration (Apply configuration) on the RPA cluster and the storage.
Click Next.

Be aware that the apply storage configuration process may take several minutes.
Progress bars indicate that the system is applying settings and completing the
installation. Once the progress bars stop, the system will confirm that all components
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are OK, or that errors are detected. If errors are detected, you can click each error to
display additional details about that error.

e

. N
RecoverPoint/SE Installer Wizard [Simulator] == g

Apply storage configuration

5
Results of the apply storage cenfiguration. ﬁ

] 1. Prerequisites

] 2. Canfiguration file

[7] 3. Environment settings

[ 4. RPA discovery

k] 5.1P and connectivity settings « Cenfiguring VNX/CLARIION array

|| 6. Login credentials Done

[7] 7. Connectivity results

[] 8. RPAiSCSI configuration
[v| 8.1. Cluster iSCSI settings
] 8.2, RPASCS] ports () Finishing the installation - =

[¥1 8. EMC Online Support site credentials (3/2) Waiting for RPAS to come up after reboot

[¥] 10. Update RecoverPoint release

[+l 11, Image settings
¥ 11.1. 150 file information

[] 12. Installation Change Management procedures

[/ 13. Upgrade and Apply configuration results

Status of applying the storage configuration :

Apply Results

& Configuring RPAs

Done

[+] 14, Storage configuration
] 14.1. Storage registration
[V 14. 2. Storage connectivity
[ 14.3. Storage iSCSI ports
vl 14,4, Apply iSCSI configuration results
[¥] 14. 5. SAN diagnostics
V] 14.6. Repository volume
= 15. Apply configuration
16, Summary
Retry

< Back Next » Einish

- J

If you are unable to fix a problem, contact EMC Customer Support.

Once the installation process has been successfully completed, click Next to display
the Summary screen, including a detailed description of all of the newly created
entities in the new cluster.
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— N
RecaverPoint/SE Installer Wizard [Simulator] =] B ]
Summary

5
Installation of RecoverPoint/SE is now complete. ﬁb

1 1. Prerequisites Cluster MyCluster configuration summary
[ 2. Configuration file
[ 3. Environment settings
|| 4. RPA discovery
|| 5.1P and connectivity settings
[] 6. Login credentizls
] 7. Connectivity results
|| 8. RPAiSCSI configuration
Iv] 8.1, Cluster iSCSI settings
[ 8.2. RPAISCSI ports
] 9. EMC Online Support site credentials
[¥] 10. Update RecoverPoint release
[#] 11. Image settings
[/ 11.1, 180 file information
[ 12. Installation Change Management procedures
[+l 13, Upgrade and Apply configuration results
[] 14. Storage configuration
V] 14.1. Storage registration
[ 14.2. Storage connectivity
Il 14,3, Storage iSCSI ports
] 14. 4. Apply iSCSI configuration results
[ 14.5. SAN diagnostics
[ 14.6. Repository volume

Storage group name: Storage Group 1

‘You can now start using Unisphere for RecoverPoint at https//10.1010.10/

b1 15. Apply configuration (@) Important: If you plan to replicate to remote clusters, you must connect this cluster to the RecoverPoint system
= 16. Summary using the 'Connect Cluster Wizard'.

- J

You may now proceed in any of the following ways:

e Ifyouwant to create a second cluster of vVRPAs, return to “Create vRPAs,” on
page 45.

e Ifyouwant to create a second cluster, but with RPAs, go to “Deploy
RecoverPoint/SE on Physical RPA Cluster,” on page 21.

e Ifyouwant to connect the two clusters that you have already deployed,
continue with “Connect Cluster,” on page 79

e |Ifyouwant to proceed directly to Unisphere for—for instance, to configure
your RecoverPoint system over one cluster, for continuous local replication—
click the cluster-management IP address at the bottom of the Summary
window.







Chapter9 Connect Cluster

This chapter explains how to connect RPA clusters from a single management point
using the Connect Cluster Wizard that is in EMC RecoverPoint Deployment Manager
2.0 SP1.

Launch the Deployment Manager by opening the RecoverPoint_DM.exe application
file.

EMC

RecoverPoint Deployment Manager

Do you want to check for a newer release of
Deployment Manager?
Release 2.1
[ Yes ] [ Mo ]

If you just finished creating your RPAs clusters, click No when prompted to check for a
newer release of Deployment Manager.

If you want to download a newer release of Deployment Manager, click Yes, and
follow the subsequent instructions until you have successfully downloaded the new
release.
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Select RecoverPoint 4.0 or later releases in the next screen.

EMC

coverPoint Deployment Manager

() Which RecoverPoint release would you like to
install, maintain, or upgrade from?

@ RecoverPoint 4.0 or later releases

() RecoverPoint 3.5 or earlier releases

Release 2.1

\ | Mext » I ’ Cancel

The Login screen appears.

EMC

ecoverPoint Deployment Manager

@ Install RecoverPoint/SE
(") Upgrade RecoverPoint/SE
() Other operations (EMC personnel)

Username: |

Passuword: I

Release 2.1

\ I Login I ’ Cancel ]

Select Install RecoverPoint/SE, and click Login.
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The RecoverPoint Deployment Manager Wizard screen appears.

fi— ™
RecoverPoint Deployment Manager Wizard [Simulator] @M

RecoverPoint Deployment Manager Wizard [Simulator]

Please select the desired wizard. Click 'Mext' to continue

RecoverPoint/SE Installer Wizard
Use this wizard to install a new RecoverPoint/SE cluster

Connect Cluster Wizard

Use this wizard to connect a new cluster to an existing RecoverPoint system.

< Back Next » Eoan

L5 A

Select Connect Cluster Wizard, and click Next.

The Select connection step appears.

r - ™
Connect Cluster Wizard [Simulator] E@g

Select connection step

Select the desired connection step and click 'Mext’ to continue,

= 1. Select connection step (@ Prepare new cluster for connection
+ 2. Preparation prerequmtes . Prepare new cluster for connection to an existing RecoverPoint system.
+ 3. New cluster login credentials This step must be done prior to connecting the new cluster.
-4, Connect now or later
- 5. Existing cluster login credentials (7) Connect new cluster to an existing system

+* 6. Cluster connection settings Connect new cluster to an existing RecoverPoint systerm,

+ 1. Summary This step can only be done after having prepared the new cluster for connection,

<Back | Net> || Finish

" S

The main steps in connecting clusters are:

e Prepare new cluster for connection.

o Connect new cluster to an existing system.

When connecting a two-cluster RecoverPoint/SE system, you will prepare one of the
clusters for connection, and then connect it to the other cluster, which will serve as
the “existing system”.
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When you choose to prepare the new cluster for connection, the Preparation
prerequisites screen appears.

il 1
Connect Cluster Wizard [Simulator]

Preparation prerequisites

Before continuing, ensure the following conditions are met on the RecoverPoint cluster.

b 1. Select connection step Before continuing, ensure the following conditions are met.

=2 Preparation pn.erequlsrte.s If any of the conditions are not fulfilled, it is recommended to close the wizard, fulfill the
+ 3. New cluster login credentials conditions, then run the wizard again.

4, Connect now or later

+ 5. Existing cluster login credentials

. B, Cluster connection settings
7. Summary < All RPAs are running release 4.0 or later,

47 You have RecoverPoint installation login credentials.

< If you plan to connect the new cluster immediately after preparing it for connection,
Ensure:
- You do not install a license in, or modify the settings of, the new cluster before
connecting it to the existing system.
- The new cluster and the existing system are of the same licensing model
(RecoverPoint or RecoverPoint/SE).
- The work station running Deployment Manager is able to communicate with the
existing RecoverPoint system.
- You have installation login credentials for the existing RecoverPoint system.
- You have performed the relevant zoning for Fibre Channel connectivity between the
new cluster and the existing RecoverPoint system (only relevant if the new cluster is a
physical RPA cluster and you are connecting it over FC to an existing physical RPA
cluster).

I have fulfilled the conditions for preparing the new cluster.

| <Back |[  Nea> | Finish

When all of the prerequisites have been completed, select the checkbox, and click
Next to continue.
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L

Connect Cluster

i y
Connect Cluster Wizard [Simulator]

S E——)

New cluster login credentials

Enter a cluster management IP address or an RPAIP address and RecoverPoint login credentials of the new cluster.

[¥] 1. Select connection step

] 2. Preparation prerequisites

= 3. New cluster login credentials
4, Connect now or later
- 5. Existing cluster login credentials
. 6. Cluster connection settings
- 7. Summary

Cluster management (LAN)
IP address 10101010

RecoverPoint installation credentials

Username  boxmgmt

Password ooooooo|

[ <Back |[ Nea> || Finisn

Enter the cluster management IP address (or an IP address of any RPA) of the new
cluster, and the RecoverPoint login credentials.

For username boxmgmt, the default password is boxmgmt.
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After logging in to the new cluster, the Connect now or later screen appears.

- - ™
Connect Cluster Wizard [Simulator] == g

Connect now or later

Determine whether you want to connect to the new cluster to an existing RecoverPoint systermn now or at a later time.

V11, Select co-nnectlon St.eF « The new cluster is ready to be connected
V] 2. Preparation prerequisites
] 3. New cluster login credentials
= 4. Connect now or later
+ 5. Existing cluster login credentials
. B, Cluster connection settings

Select the desired action
@ Connect the new cluster to an existing RecoverPoint system

Select this option if the work station running Deployment Manager is able to
communicate with the existing RecoverPoint system.

(") Connect the new cluster at a later time

- 1. 5ummary

Select this option if the work station running Deployment Manager is unable to

cornmunicate with the existing RecoverPoint systern, oryou do notwant to connect the
new cluster now,

(L) Copy the information below and use itwhen connecting the new cluster to the
existing RecoverP oint systermn,

Irnportant: Do not install a license in, or modify the settings of, the new cluster before
connecting it to the existing system,

RPA WAN IP address 10101013

< Back Next > v

LS

Select Connect the new cluster to an existing RecoverPoint system. In this case, the

“existing system” is the cluster at the other site, so your local machine must be able
to communicate with that cluster.
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The Existing cluster login credentials screen appears.

- - ™
Connect Cluster Wizard [Simulator] @M
Existing cluster login credentials
Enter a cluster management IP address or an RPAIP address and RecoverPoint login credentials of the cluster to which you want
to connect.
] 1. Select connection step Cluster management (LAN)
¥ 2. Preparation prerequisites . 1P address 10101010
] 3. New cluster login credentials
& 4. Connect now o later RecoverPoint installation credentials
5. Existing clust in credentials
> ng € er. Iogmc.r a Username  boxmgmt
. B, Cluster connection settings
1. Summary Password T
T e
L oy

Enter the cluster management IP address (or an IP address of any RPA) of the second
cluster; that is, the cluster to which you want to connect.

The Cluster connection settings screen appears.

e = ™
Connect Cluster Wizard [Simulator] =R g

Cluster connection settings

Define the connection between the new cluster and the cluster to which you want to connect.

V] 1. Select connection step

¥ 2.p i it () To ensure correct network connectivity between RPA clusters, add an additional
. Preparation prerequisites

gateway, if necessary.
] 3. New cluster login credentials

Additional gateway
Gateway Target netmask Target subnet

¥ 4. Connect now or later

[¥] 5. Existing cluster login credentials
= 6. Cluster connection settings

. 1. Additional cluster connections
- B, Summary

[ <Back || Net> [ Finish

e =

To define the connection between the new cluster and the cluster to which you want
to connect:
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e When connecting two clusters made up of physical RPAs, set the desired
connection type, IP or Fibre Channel.

The Fibre Channel connection is only an option when connecting two physical
RPA clusters. When connecting a cluster of vRPAs, the connection is always IP
(and, hence, this selection box does not appear).

e Ifyou selectIP, and if the gateway specified during cluster installation is not
suitable for connectivity between clusters in this environment, you can add an
additional WAN gateway (gateway IP, target netmask, and target subnet).

When complete, click Next. The clusters are connected, creating a RecoverPoint
system.

After that, the Summary screen appears.

-

4 ™
Connect Cluster Wizard [Simulator] @M
Summary

Connection of RPA clusters is now complete.

L Select co-nnectl on St.eF «# You have successfully connected the new cluster te the RecoverPoint system.
V] 2. Preparation prerequisites

] 3. New cluster login credentials
1 4. Connect now or later

[¥] 5. Existing cluster login credentials
[¥] 6. Cluster connection settings

[l 7. Additional cluster connections
> 8. Summary

< Back Nei> || Finish || Cancel |

e

You are now ready to install your RecoverPoint/SE licenses, enable support, and
register RecoverPoint as presented in the next chapter.
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Chapter 10 License and Register

System, and Enable
Support

This process includes the following major steps:

1. Access your entitlements, from your LAC emails.
2. Activate those entitlements, from EMC Online Support.

3. From the Getting Started screen of the Unisphere for RecoverPoint
management GUI:

a. Install your license files in RecoverPoint.
b. Enable support.
¢. Register your RecoverPoint system.

As soon as your sales order is approved, a LAC email is automatically sent to the
email addresses provided during order entry. The LAC email contains the LAC (License
Authorization Code) issued to you, validating your purchase and your entitlement(s).
If you have multiple purchases on more than one sales order, you may receive
multiple LAC letters.

U_ H920 4+ % |5 FW: Sample Production LAC letter - Message (HTML)
=t
- Message Developer Adobe PDF

You replied on 3/19/2013 5:47 PM.

From: licensingnorthamerica@emc.com [mailto:licensingnorthamerica@emc.com]
Sent: Tuesday, March 19, 2013 10:55 AM

To: customersemail @customerscompany.com
Subject: EMC License Authorization, LAC# PROWNCVOBC4PGOKKVO0G, PO# x0000-X0000¢-3X , SO# %00000X

Site Name: — - — - - - - -

( JapaneseH #35) ( Chinesed E&
To view this letter in other languages, please go to the bottom of this message for more information.
Dear EMC Software User,

Thank you for choosing EMC software. Your EMC Software License Authorization Code (LAC) is QO8WYT76TWIBTRTW383L. You must redeem this LA
keys to activate your software. Please protect your LAC like you would any other license key to prevent anyone from improperly activating your softw

Activating Yo!
1. Click here
activate your el
2. You will be prom! -
3. Follow the on-screen instructions.

CIiCk he re (https://powerlinklicensing.emc.com/transfer3.aspx?LAC=PROWNCVOBC4PG6KKVI0G ) into a web

uld follow the new member registration steps).

Downloading Your Software

1. Click here or copy and paste the following URL (https://support.emc.com/downloads/) into a web browser to download your software.
2. You will be prompted to log into EMC’s Online Download Service Center (New users should follow the new member registration steps).
3. Enter the product name in the search field to find the software you wish to download.

License Authentication CodeProduct # [Title Quantity
PROWNCVOBC4PGEKKVI0G 456-104-585 RP/EX REM REG CAP 1TB VMAX10 =CA 40
PROWNCVOBC4PGEKKV90G 456-104-618 |RP/SE LOC FOR LPS V75,V76=IC i

PROWNCVOBC4PGEKKVG0G  |456-104-623 |RP/SE REM FOR RPS V75,V76=IC Your entitlements

1
PROWNCVOBC4PGEKKVO0G  456-104-641 RP/SE TO RP/EX LOC UG V75,V76,CX960 = IC 1
PROWNCVOBC4PGEKKVI0G  456-104-646 RP/SE TO RP/EX REM UG V75,V76,CX960 = IC 1
I I e I T VO

EMC RecoverPoint/SE 4.1 Quick Start Installation Guide




License and Register System, and Enable Support

Start the licensing process by accessing your entitlements. For each LAC, click the
“Click here” link in the LAC email to automatically access the Powerlink licensing area
of EMC Online Support, and display all entitlements associated with the LAC.

If you can’t find your LAC email(s), contact EMC Worldwide Licensing Support at:
https://powerlinklicensing.emc.com/poeticWeb/session/license _request_emc.jsp

You must now activate your entitlements.

Login to EMC Online Support. The Search Entitlements to Activate screen is
displayed.

_EMC’ powerlink LicelySiiEs s WML

oY

® Search Entitlements to Activate

O Retun

Enter your LAC to find your Entitiements or select Search En! . and then click Activate.
LAC: 4ARHVV2QIMT7CIGIRDRXS

%Parent Company: [EMC -- 0132062283; 171 SOUTH &'

Your LAC is automatically entered

Showing: 16018 [ smmacmazermocass | SehectAl Clear A

LAC: 4RHVV2QUMT7CIGIRDRXD [ Entitiement site il Oty Total Gty
RecoverPoint EMC 1 1'
Eme Product ID 456-00-001
EMC 1 !
1
LAC: 4RHVV2QUMT7CIGIRDRXS [ . st oy Total Gy
RecoverPoint EMC 1 1
EMC
LAC: ARHVV2QUMT7CIGIRDRXG O Entiiement site il Oty Total Gty
RecoverPoint EMC 65 65
EMC
Product ID 456-%00-004
LAC: 4RHVV2QUMT7CIGIRDRXD () gustioment ™ =T F =T
RecoverPoint EMC 1 1
EmMC Product ID 456-0x-005
EMC 1 1

Showing: 1607 & [ st arvnamen rcess

p _ _
< Start Activation Process

This the first screen of a five-screen wizard that guides you step-by-step, through the
process of turning your LACs into license files, thereby activating your entitlements.

The link in the LAC email pre-populates the LAC field and searches for all entitlements
associated with the specified LAC. All relevant entitlements are displayed.

In the Search Entitlements to Activate screen, select ONE entitlement to activate. Each
entitlement must be selected and activated separately. There can be multiple
RecoverPoint models listed under each entitlement.
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Then, click Start Activation Process. The Search Machines box is displayed.

R ] Home | Log Out T Hisin | Cotact Licenuing Support ] St Fosdack |

EMC Powerlink Lic

Entitlements Activation Reports Admin Help Log out

rising

o

© Search Entitlements to Activate

O Retumn

Enter your LAC to find your Entitlements or select Search Entitlements to perform an open search. Check the check box next to each entitiement you want to activate, and then click Activate

& N
[ ey Il Search Machines 7 m
showing: 16| YWhich single machine o you want 1o use for acivation” Licenses can be activated to cne machine per ransaction
EAGARHVW] I your systom is not displayed. you €an adc 3 new maching. Click nere for sadtensl Sserch Tips | Toul 0y
w. %indicates wikdcard search 1
“%Maching nama: I
%Locking ID: ;
\C‘.JDZZC:-}JII\} 1
(o) (s wene ) Add 2 Machine
LAGARHWH ), 5,410¢: 1.10 0f 103 | Noxt > | Youst Gay
ResoverPol  \oieei 1 - Bachins tiome 0 1
|[Fe, ] - = \ o
In the Search Machines box, click Add a Machine.
The Add Machine box is displayed.
Add Machine 2

AMachine Name is a defined machine, server or other name that is used to group licenses. It does not have to be a physical machine. Itis assigned by the customer
during software activation, and must be unique for each parent company (2.9., machinel 2345 or dept{YZlicenses) and can be changed at any time.

“Machine name: RP-APM00120701240

Cancel

A machine name, like a folder, is used to group items together logically. A unique
machine name must be specified for each entitlement. It is best practice to relate the
machine name to the Locking ID, which, for RecoverPoint/SE, is an array serial
number. Therefore, the machine name should be RP-APM00120701240 if
APM00120701240 is the array serial number used for the Locking ID.

In the Add Machine box, enter a new machine name, and click Save.

In the Register screen, verify the machine name, and click Next.
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The Activate screen appears.

rsing

'EMC’ Ppowerlink Lig

Entitlements Activation
= " oY
@ Activate Entitlements

Search Register Activate

Complete

P  perrmeem T

Please provide required information. Enter or validate Quantity then click Nef
Machine Name Machine

JRFLAPMﬂOlZD?OlZQO *VPLEXSerial [~ A on00120701240 | Locking ID Help |
Number:

Change Machine

Symmetrix
Gty Avail Installed Entitloment
1 1 o] seatsl Deselect
Product ID 456-xxx-001
0 5eat5| Deselect

1 ‘ 1

iPmduct ID 456-0x-002

i Gancel cvaton | <Back | next> )

In the Activate screen, for each licensed array, enter the array serial number in the
VNX Serial Number field. This is the Locking ID, that is, the ID to which each license is
enforced. To display instructions for finding your array serial numbers, click the
Locking ID help link.

Click Next. The Confirm screen appears.

EMC powerlink LicZjEiee B b

Home: Entitlements Activation Reports Admin Help Log out

© Activate Entitlements @

Search Register Activate Confirm
i _ oo | <Back | Finish |}
&

Summary
Here is a summary of this actnation transaction

3 entitlementis) will be activated on machine “TestSPA1234" as a result of this transactig
EMC, 171 SOUTH STREET, Hopkinton, , 017482208 United States

Additional Emall Options
To send additional centificates to specified emai addresses, enter 1l

d below. Use commas to separate multiple addresses.
[ Do not email cenificate to registerad user
Email to:
Language: |U.S. Engish ~
Email Comments:

Multiple separated by commas)

Notes for this transaction

You can add notes conceming this transaction

Notes | Internal Notes

In the Confirm screen, enter the email addresses of the recipients of the license file in
the Email to field of the Additional Email Options section, and click Finish.
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The Complete screen appears.

Bl Licoou L coniaci oo S

EMC’ powerlink LicSlSiiie

Entitlements

0 Activate Entitlements @

€ Relum to search  Entitlement Dashboard  Machine Dagy

Search

Actrate Confirm Complete

Activation date: Jan 4, 2012
Centificates sent to. etelr_entet@emc com

Key
RPEX Local & Remote for VNX 5100 Bobbie Cartiar # Type.

# EMG License File # Activation Date: Jan 04, 2012 11:21,46 AM # Activated By
SPA_[TRUNCATED] View koy

© Copyright 2008 - 2011 EMC Corporation. All Rights Reserved | Privacy Policy | Help | Feedback |

In the Complete screen, click Save to File to download the license file and save the
file locally. The resulting license file has a *.lic extension and is in plain text format
(can be opened in any text editor).

Repeat this procedure for each entitlement in each LAC email or sales order. Start at
the Search Entitlements to Activate screen, on page 88. Once you are done, you
should be ready to install your license file(s) in RecoverPoint and enable support.

After you have turned all of your entitlements into license files, physically transfer the
license file(s) to the computer from which you will be running Unisphere for
RecoverPoint, so you can install them in the RecoverPoint system in the next step.

To begin installing the license files in your RecoverPoint system, enter the cluster
management IP address in a browser (or click the cluster management IP link in the
Installer wizard). The Unisphere for RecoverPoint management application begins
loading.

Downloading application.

Name: CEMVS_BROCADE_LEFT - RecoverPoint Management Application

Publisher: EMC
From: http:/f10.76.10.35
™ It

When the loading process is complete, a login screen prompts you for your username
and password.
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EMC

Version 4.1.0

Unisphere for RecoverPoint

User | admir |

Password | A% |

y © 2014 EMC Corporation. All Rights Reserved

Y

Enter username admin and password admin.

The first time you access Unisphere for RecoverPoint, the Getting Started Wizard is
invoked, and the Welcome screen appears.

Getting Started Wizard

1 Welcome [€2)
i i i I

1 Welcome Welcome to the RecoverPoint Getting Started Wizard!

The Getting Started Wizard guides you through the process of licensing your RecoverPoint system and setting up pre-emptive support, so that

you can start protecting your data as soon as possible.

1n the next screen of the Getting Started Wizard, you will add your RecoverPoint licenses to the system. If you need to add or remove licenses at
a later date, you can do so through the RecoverPoint Admin > Manage Licenses screen.

In the third screen of the Getting Started Wizard you will enable system support so the EMC Customer Support team can immediately start
providing pre-emptive support for issues in your RecoverPoint system. If you need to change the system support settings at a later date, you
can do so through the RecoverPoint Admin > System Notifications > Configure System Reports and Alerts screen. System reports and alerts help
ensure that your system is always functioning properly, so your data is always protected.

1In the last screen of the Getting Started Wizard you can fill in the RecoverPoint post-deployment form and automatically send it to the EMC

Install Base, registering your RecoverPoint system. If you want to update your RecoverPoint post-deployment form at a later date, you can do so
through the RecoverPoint Admin > Register RecaverPaint screen.

< Back to Add Licenses | [ Next Add Licenses >

To start protecting your data, in the Welcome screen, click Next Add Licenses to go on
to the “Add Licenses screen”.
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Getting Started Wizard

2 Add Licenses

2  Add Licenses

Type 1a  RPA Cluster Array Seri...

License and Register System, and Enable Support

Replication Capacity Capacity U... Expiration s

I ] O

Unfiltered: 0 items

| < Back to Welcome Page ‘ | Next Enable Support > ‘

The Add Licenses screen allows you to install your RecoverPoint license(s) and

display your license information.

For each license file, click Add to display the Add License dialog box.

Add License

Click Browse, and select a license file. Then, click OK to add the license file to the

RecoverPoint system.

After installing your licenses, click Next Enable Support to go to the Enable Support

screen.

Getting Started Wizard

3 Enable Suppoart @
Settings Transfer Method
Enable System Reports and Alerts ) FTPS
() System reports only (JESRS
(8) System reports and system alerts ESRS Gateway Configuration
ESRS gateway IP address:
Options
Encrypt (%) SMTP
SMTP Configuration
3 Enable Support Compress
SMTP server address:
Sender address:
Test Connectivity Apply Cancel
&) Enter the SMTP server address
| < Back to Add Licenses | | Next Register Recoverpoint > |

The Enable Support screen allows you to configure the RecoverPoint system reports
mechanism (SyR) and provide one-way communication between a RecoverPoint
installation and the EMC System Reports database (ESRS).
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1. Ensure that the Enable System Reports and Alerts checkbox is selected, and
the radio button is set to System reports and system alerts.
2.  Ensure that the Compression and Encryption checkboxes are selected.
3. Define the transfer method.
a. Inthe Transfer Method section, ensure the SMTP radio button is selected.

b. Inthe SMTP server address field, specify the IP address or DNS name of
your dedicated SMTP server, in IPv4 or IPv6 format.

c. Inthe Sender email field, specify the email address from which the
system notifications will be sent.

After enabling support, click Test Connectivity. In the Test Connectivity dialog box,
enter the email address to which EMC Customer Support can send a verification
email.

Test Connectivity =

erification email recipient: | |

OK Cancel

The connectivity test, if successful, opens a service request containing call home
event number 30999 and sends an email to the specified verification email address
from EMC Customer Support to verify that the system reports mechanism (SyR) has
been successfully configured.

Click Next Register RecoverPoint to open the Register RecoverPoint screen.

Getting Started Wizard

4 Register RecoverPoint @
T %
la New Yorlk London =
Account ID
Activity Type N/A N/A
Business (Company) Name N/A N/A
Connect Home Method /A /A _
Connect In Method (Hardware) MA M/A -
Connect In Method (Software) NfA NfA
Hardware Serial Mumber (RPA 1) SiteUID(0x6f)_KBox1550eB8400-e29b-41d... SiteUID(0xde)_KBox1550e8400-229b-41d4-a716...
Hardware Serial Mumber (RPA 2) SitelID(0x6f)_KBox2550e8400-229b-41d... SiteUID({0xde)_KBox2550e8400-e29b-41d4-a716...
Hardware Serial Mumber (RPA 3) SiteUID(0x6f)_KBox355028400-220b-41d... SitelID(0xde)_KBox3550e8400-229b-41d4-a716... 7
Hardware Serial Number (RPA 4) SiteUID(0x6f)_KBox4550e8400-229b-41d... SiteUID(0xde)_KBox4550e8400-e29h-41d4-a716...
Hardware Serial Mumber (RPA 5} SiteUID(0x6f)_KBox5550e8400-e29b-41d... SitelID{0xde)_KBox5550e8400-e29b-41d4-a716...
R . Hardware Serial Mumber (RPA 6) SitelID(0x6f)_KBox6550e8400-e29b-41d... SiteUID(0xde)_KBox6550e8400-e29b-41d4-a716...
4 Register RecoverPoint Hardware Serial Mumber (RPA 7) SiteUID(0x6f)_KBox7550e8400-229b-41d... SiteUID(0xde)_KBox7550e8400-e29b-41d4-a716...
Hardware Serial Mumber (RPA B) SitellID(0x6f)_KBoxB550e8400-29b-41d... SiteUID(0xde)_KBox855028400-229b-41d4-a716... ||
Update Form | | Send Form | Unfiltered: 22 items
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In the Register RecoverPoint screen, click Update Form to display the Update Post-

Deployment Form Details dialog box.
Update Post-Deployment Form Details o x

RPA Cluster: Mew York w
Activity Type: Mew Installation w
Site (Party) ID:

Business (Company) Name:

Location:

Upgrade/Installation Performing Resource: w
Sales Order Number:
vCE: []
Connect Home Method: w
Connect In Method (Software): -
Connect In Method (Hardware): -
| OK | | Apply | | Close |

In the Update Post-Deployment Form Details dialog box, select the relevant RPA
cluster from the RPA Cluster drop-down, and update the information. Note the
following:

e Inthe VCEfield, indicate if this RecoverPoint implementation is operating
within a VCE (Vblock) environment.
VCE = VMware+Cisco+EMC

e |tisrecommended to enable Connect Home and Connect In. ESRS is the
preferred method for both.

Click Apply to commit the changes to the post-deployment form without closing the
dialog box, or click OK to commit the changes to the post-deployment form and close
the dialog box.

If the connectivity test in the Enable Support screen did not complete successfully,
and/or you do not have SyR connectivity (for example, because you are in a dark
site), register your RecoverPoint system by email. To do so:

1. Export the post-deployment form to a CSV file.

a. Click the Export button at the top-right corner of the RecoverPoint
registration screen to display the Export wizard.
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" Export X

1 Select Options
Data will be exported in Comma-separated value format (*.csv).

Options to customize export:
Include table headers

[] Export only selected rows

b. Inthe Export wizard, select the desired export options and click Next.
Then click Download to download the file to your computer, select a
location on your computer to store the file, and click Save.

¢. Open the exported file; Open MS Excel. Open the *.csv file from the
location you selected in the previous step. The Excel Text Import Wizard
is displayed to help you set the import options. In the Excel dialog box,
select Delimited, and click Next. In the Delimiters field, select Comma,
and click Next. Click Finish.

2. Fill out the form.
3. Emailthe form to the Install Base group at MGT_Team_IBG@emc.com.

If the connectivity test in the Enable Support screen completed successfully, click
Send Form to transmit the post-deployment form electronically to the EMC Install
Base group. The Send Form dialog box is displayed.

Send Form o9 x

Contact email (for verification):

Enter the email address of the person at your company who is in charge of
RecoverPoint maintenance and operation.

A service request is opened, which causes an email to be sent from EMC Customer
Support to the specified verification email address, to verify that your registration
details were updated successfully in the EMC Install Base.

When you are done, click Close to close the Getting Started Wizard.

A dialog box queries whether or not you would like to display the Getting Started
Wizard in subsequent RecoverPoint launches.
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Getting Started Wizard x

Are you sure you want to exit without applying your changes?

[ | Do not display the Getting Started Wizard again.

Note: Itis not recommended to select the checkbox in the pop-up until you have
completed the tasks of adding your licenses and enabling RecoverPoint
support.

You are now ready to configure your replication environment.







Chapter 11 Configure Replication

Environment

In this section we will demonstrate how to create a basic RecoverPoint replication
configuration in Unisphere for RecoverPoint.

Log in to Unisphere for RecoverPoint (if you don’t already have it open) with the
default username and password: admin.

EMC

Version 4.1.0

Unisphere for RecoverPoint

User I ]

Password | **%%*

© 2014 EMC Corporation. All Rights Reserved

bt

In Unisphere for RecoverPoint, data protection is guided by wizards, and performed
through the Protection menu.

Unisphere for RecoverPoint va.10 @ 0 3.

W pscovery ==.i..,_._ REA Clusters g Admin (0 Support

— L= i
Protect Volumes - Policy Templates
‘ Add a new consistency group and define its protection plan. _ View or modify axisting protaction policy templates, or create new
= rotection policy templates, for copbes or lnks

Group Sets

Manage Protection
8 . M

2

o\

i Connected to RPAL ot New York  Alerts: & OCriticals & UEmers | 7 warnings  Time displayed: RPA Local Time (America/New_York) Usger: admen  Role:  admin

We will now create a RecoverPoint consistency group.
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A consistency group is a logical entity used to configure protection policies, and set
RPO and RTO policies according to a list of specific resource allocations and
prioritizations.

Each consistency group in RecoverPoint/SE includes a production copy, together with
a local copy or a remote replica copy, or both.

The parallel volumes assigned to each copy (one volume per copy) are grouped
together in what is called a replication set, which is a logical unit on which the
consistency group is built. A single consistency group can contain many replication
sets.

In addition, each copy of a consistency group contains a journal. The precise function
of the journal changes, according to whether it belongs to a production or replica
copy. In all cases, however, the journal plays an integral role in maintaining data
consistency between production and replica, during normal replication, and for
disaster recovery.

Consistency groups monitor all the volumes assigned to them, to ensure consistency
and write-order fidelity. If two data sets are dependent on one another (for instance, a
database and a database log), they should be part of the same consistency group.

Note that In RecoverPoint/SE:

e Journal volumes can be automatically provisioned. To do so, ensure that you
have dedicated resource pools on the VNX/CLARiiON array, and have
registered them in RecoverPoint, at each RPA cluster, as follows:

a. Select RPA Clusters, and select the tab of the relevant RPA cluster.
b. Inthe left pane, select Storage.

c. Intheright pane, select your array in the Registered Storage table to
display the Registered Resource Pools table.

Unisphere for RecoverPaint vaas

CLARION 10.10.10.10 40

Reglstered Resource Poals T T (3
Weme  ta Tipe Total See Avelable 5. Tiers Avatable Tiering Pelivies

Asd iteen

Conmected o RPAL ot New York  Alerts: @0 OCriticals & 0Cmos | 7 Warnings  Time displayed: RPA Local Time (America/hew_Yorik) User: admin  Role:  admin

d. Underthe Registered Resource Pools table, click Add.
The Register Available Resource Pools dialog box is displayed.
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Register Available Resource Pools 0 x
Y 4,

Mame la Type Total Size Available 5., Tiers Available

Pool Name RAID Groups 2B.6MB 28.6MB Unknown tier_poali

|4[ i | ]pl

1 item

e. Inthe Register Available Resource Pools dialog box, select the resource
pool that you want to register, and click OK. The resource pool is now
registered for RecoverPoint management, and RecoverPoint can
automatically provision volumes upon it.

e Because there is a limitation of one array per side, if you have more than one
non-production copy in the group, make sure the local copy is stored on the
same VNX/CLARIiiON array as the production copy.

To begin creating a consistency group, select Protection from the main menu, and
then Protect Volumes to open the Protect Volumes wizard. The Select Production
Volumes screen appears.

Unisphere for RecoverPoint wa.1.0 @ I G.

‘i.?__ RPA Clusters = Admin (‘ Support

1 Sedect Production Yolumes

@
1 Define Source: * Consistency Group Name:  HyCG
Copy
* Production Name: “ RPA Clustes: Group and Production Presection:
prod New York it Mudify Pulicies
FREAE
Vendor Arvay Type Seripl Nu.. 1w Velume wo Sire VPLEX Group. "__
=] DEC N Clarion Ser#102 VOL 0 0057 S3:65:7Z2BILONIS00 BUSGE
[m] noe WX/ Clariion Serd102 VOL 100 0001 S3:ES:72:23:38:32:30 15,768,
N Clariion VOL 1D: 0003 £65:72:23:38:34:30
= | DGC N/ Clariion Ser#102 VOLID: 0038 53:65:72:23:31:31:39:30  612GB
=] DGC VNK/Clarion Ser#102 VOL ID: 0040 SIESZZNILINILI0 GAAGD
noc WX/ Clariion Ser# 102 V0L 100 0005 53: 23:39:30:30 14168
r noc uNK/Clariion Ser#102 VOL T0: 0046 53 :37:30  7I8GR
O DGC N/ Clariion Sers102 VOL1D: 0033 53: 3134530 518GB
DEC WNX/Clariion Ser#102 VOL 10: 0018 53 9:39: 30 FETET)
DL W/ Carion Ser#102 VOL 00 0002 53 23:38:33:30 EERT
[m} (el WK Clariien Ser# 102 WOL 100 0023 IRIGR
] nac N C it Sur 8102 VL 10 G0OR 14168
a DGC X/ Clariiun Ser#102 VOL 1D: 037 SH1GE |
P M Tiariion Serg1n7 wre I ama FIRGN =
Selected: 1 Total size of selected volumes: 47.1G0 Unfiltered: 322 items
| tancel |
| Connected to RPAL at New York  Alerts: 3 OCntcals & OEmos | 7 Wamings  Time dsplsyed: RPA Local Time {Amenica/New. Tork) User: admin  Roe:  admin

Define the consistency group name, the production name, and the RPA cluster that
will manage the production.
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Then, select your production volumes from the volumes list.

Click Next Define the Production Journal to continue. The Journal Provisioning Method
screen appears.

Unisphere for RecoverPoint wa.1.0 @ I G.

e [~
‘= RPACsters g Admin (‘ Support

1 Define Production Jewrnal

% Jowrnal Protection:  Moddy Palicy

8 () Sedect Provisioned Journal Volumes  (s) Automatically Provision Journal Volumes
Frovision Settings
prod

(%) Journal Size n [T

i) Predicted [ncoming Write-Rate | = MByles/Sec

Requéred Protectien Window:

Resource Pool Name Type Tutal Size Available Size Tiers Available Tiering .. Storage... 1a  Serial Number Furay Tyoe

BATD Grenps IR EMR

Tiering poficy: | tler_policy 1 -

< Back to Select Production Volumes ext Add a Copy [Cicancel |

| Connected to RPAL at Mew York  Alerts: €3 DCnticals & OEmws | 7 wamings  Time dsplayed: RPA Local Time {America/New, York] User: admin  Rele:  admin

It is recommended that you allow RecoverPoint/SE to automatically provision your
journal volumes. To automatically provision journal volumes, keep the Automatically
Provision Journal Volumes option selected, select the relevant resource pool, and
specify one of the following:

e Journal size (in GB), in which case the journal of that size will be created.

e Predicted Incoming Write Rate for the set of volumes that belong to the newly
created consistency group, and the Required Protection Window, which is the
application’s rollback window. Based on these estimates, RecoverPoint will
recommend a Calculated Journal Size. Optionally, select a Tiering policy from
the drop-down at the bottom of the resource pool table to automatically apply
it to the selected volumes.

Then, click Next Add a Copy, and continue defining your consistency group, as
described on page 103.
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Alternatively, you may use the Select Provisioned Journal Volumes option to select
from a list of volumes (LUNs) that have already been provisioned on storage. The
Define Production Journal screen is displayed.

Unisphere for RecoverPoint wa.1.0 @ 9 c.

#] Recovery e RPAChsters ) Admin (0 Suppart

1 Define Froduction Journal @

1 Deline Source Jowrnal Protection: Moddy Policy
Copy
(#) Sedect Provisioned Journal Volumes () Automatically Provision Journal Volumes
rmsenvl_HOST34
rmsenvl_HOST34

DGc WK/ Clariion Ser 102 VOL 1D 0043
DEE WHX/Clariion Ser£102 VDL 10: 0046
whx/Clariien Ser#102 VOL 10 2048
WX Clmriion

vendor Array Type SerialWu... 1v  Velume ulp Size VPLEX Group rmsenvl_HOST34
(=] DGE WK/ Clariion Ser #1021 VOLID: 0001  53:65:72:23:18:32:30 15.7G8.
] BGE WK/ Clanion Ser#102 VOLIO: 0040 S3ES:PEZIINIRILI0 GA4GD rmsenvi_HOST34
=l {+le o] WINKClariinn Ser#102 WOL 10: 0014 53:85:72:23:39:35:30 236GR
o noe whKClariion Ser# 102 VOLID: 0005  53:65:72:23:39:30:30 14168
[m] DGC X/ Clariiun Ser#102 VOLID: 0047  53:65:72:23:31:32:38:30  7IEGE
(5] DEC K Clarion Ser#102 VOLIO: 0018 S3:65:72:23:19:35:30 FamGH
] DG W Clanion Ser#102 VOL 10 0000 S3:65:72:23:38:31:30 15,768
] noe i Clarion Ser# 102 VOLID: 0011 53:65:72:23:39:32:30 17368
m} nas M Clariion Surs107 VDL ID: 0050 S3:AS:72:31:31:34:30:30  GIAGH
o]

53:65:72:23:31:32:34:30

o
1 R

@ DGE WK Clariion Ser#102 VoL 10: 0058
(=] bec WK/ Clariion Ger#102 MOL 1D 0042
=] DEC VN Clariicn Ser#102 VOL 10 0056 |
nee o s e Carsinn U TP MM ET.EE,99.97,90.30,94 anames 1=
Selected: 1 Total size of selected volumes: 769G0 Unfiltered: 351 iterns
< Back to Select Production Volumes Mext Add & Copy > | Finish | | Cancel |
| connecteatorpalativew York  Alerts: €3 DCnbcels & OEmws | 7 Wamings  Time dsplsyed: RPA Local Time (America/New. York) User: admin  Rele: admin

Select the volumes to add to the journal.

For best performance, select volumes that are identical in size. If identically sized
volumes are not available, select volumes that are similar in size.

Then, click Next Add a Copy to continue. The Add a Copy screen appears.

Unisphere for RecoverPoint va.ogf.211)

—

== RPA Clusters M Admin @ Support
= —

RecoverPoint > Protection > Protect Volumes

Protect Volumes Wizard

2 Add a Copy

Copy Name: Replication Mode: Copy and Link |
RPA Cluster: | select cluster.., = (® Asynchronous () Synchronous Modify Policies

5. 1la Wolume uio Size WPLE... Seria... Volume uID Size

Production - myProduction at New York
2 Add Copy

6485183463413 DEV ID: 0065  53:65:72:23:.. 1.00TB Select volume

6485183463413 DEV ID: 0067  53:65:72:23:.. 1.03TB Select valume

& Replication sets: 0 of 2 Total size of selected volumes: OBYTES

< Back to Define Production Journal | Next Define Copy Journal =

{ Connected to RPAL at New York  Alerts: &3 0 Criticals < 0Errors ! 6 Warnings

Define the copy name, the RPA cluster that will manage the copy volumes, and the
replication mode.

For each production volume, click the Select volume link to add a volume to the copy.
The selected volume is the volume to which the production volume shall be
replicated.
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The volumes list is displayed.

Select Volume 8 x
Production volume:

Ven... Array Serial Number Volume la uID Size VPLEX Group

EMC Symmetrix 648518346341351452 DEV 1D: 0065 53:65:72:23:33:30:32:30 1.00TE

1 mn ] ]

=Y
Select the copy volume to which the production volume above will replicate:
", Filter for
Ven... Array Serial Number Volume la uID Size WPLEX Group *
EMC Symmetrix  648518346341351451 DEV ID: 0064 53:65:72:23:32:30:37:30 1.00TE
Symmetrix 648518346341351451 H 172:23:32:31:33:30
EMC Symmetrix 648518346341351451 DEV ID: 0071 53:65: 23:32:31:34:30 1.09TB
EMC Symmetrix 648518346341351451 DEV ID: 0072 53:65: :32:31:35:30 1.12TB
EMC Symmetrix  648518346341351451 DEV ID: 0073 53:65: :32:31:36:30 1.12TB
EMC Symmetrix B48518346341351451 DEV ID: 0073 53:65:72:23:32:31:38:30 1.15TB
EMC Symmetrix 648518346341351451 DEV ID: 0076 53:65:72:23:32:31:39:30 1.18TB n
| al [ ] B |

Unfiltered: 70 items

G

The volumes list contains only volumes of sizes that are equal to, or greater than, the
specified production volume.

For best performance during failover, select a volume that is the same size as the
production volume. If a volume of the same size is not available, select a volume that
is as similar in size as possible.

You can proceed to the next step only when the replication sets icon under the
volume list shows a green check mark to indicate that the number of replication sets
is equal to the number of production volumes.

Production - myProduction
2 Add Copy
Serig.. 1a Volume uID

6485183463413 DEWY ID: 0065 53:85:72:235:..

6485183463413 DEV ID: 0067  53:65:72:23:..

& Replication sets: 2 of 2

To continue, click Next Define Copy Journal. The Journal Provisioning Method screen
appears.
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Unisphere for RecoverPoint wa.1.0

2 Define Copy Journal
Journal Protection:  Moddy Palicy
() Select Provisioned Journal Volumes  (s) Automatically Provision Journal Volumes
Frovision Settings
Hemote
(%) Journal Size n [T
i) Predicted [ncoming Write-Rate | |5 MByles/Sec
Required Protecticn Window:

ke journal rescesre pock sire must be at aast an
yommnal wre.

Available Size e Serial Nurnber
RAID Groups

Unfitered: 1 iterns.

Tiering poficy: | tler_policy 1 -

| = Back to Select Copy Volumes | | i oy - | cancel |

i Connected to RPAL 8t Mew York  Alerts: &3 OCnticals o O Ermors | 7 Wamings  Time desplayed: RPA Local Time {America/New Tork) User: admin  Role:  admin |

It is recommended that you allow RecoverPoint/SE to automatically provision your
journal volumes. To automatically provision journal volumes, keep the Automatically
Provision Journal Volumes option selected, select the relevant resource pool, and
specify one of the following:

e Journalsize (in GB), in which case the journal of that size will be created.

e Predicted incoming data (write) rate for the set of volumes that belong to the
newly created consistency group, and the Desired protection window, which
is the application’s rollback window. Based on these estimates, RecoverPoint
will recommend a Calculated Journal Size.

Optionally, select a Tiering policy from the drop-down at the bottom of the resource
pool table to automatically apply it to the selected volumes.
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Alternatively, you may use the Select Provisioned Journal Volumes option to select
from a list of volumes (LUNs) that have already been provisioned on storage. The
Define Copy Journal screen is displayed.

Unisphere for RecoverPoint wa.1.0 @ 9 c.

#]  Recovery :_,"? RPA Clusters gm  Admin (0 Support

2 Define Copy Journal @
Journal Protection:  Moddy Palicy
(#) Sedect Provisioned Journal Volumes () Aulomatically Provision Journal Volumes
rmsenvl_HOST34
rmsenvl_HOST34

vendor | Array Type [Serisl u... 1v | Velume [uie [sze [weiex Groue rmsenvi_HOST34
] Kl Hiremld Ser#110 UID: 53,65,7... S3:68: :35:38; 15.768 2l
| KtremiQ Xtremio Ser#110 : 1351 11068 rmsenvi_HOST34
Ktrem10 xremi0 Ser®110 15.7GA
Ktrem10 xrremil Ser#ll0 26768
Huwmld  Niremld Ser#110 29868
XtremiQ Xtremi0 Ser#110 23660
HtremlD Xtremi0 Ser#110 11060
Xtrem10 XeremiQ Ser®110 330GR
Khrwm 10 Htreen B0 Ber 110 141GR
Kueml  Niremld Serd110 361GB
XtremlD XtremiQ Ser#110 26766
KtremlQ XeremiO Ser#110 47.1C8
Ktrem10 KeremiO Ser#110 A5ECR
Kl Niremld Ser#110 236GB
e} Atremio  Htremio Ser#110 Fosen
= Ntremio Xeremid Ser#110 ESTCT
Selected: 0 Total size of selected volumes: 08ytes Unfiltered: 349 items
Loz Bl oo b Cea VO | 800
|_ Cennected to RPAL ot Mew York  Alerts: €3 DCnticals & OCrmors || 7 wamings  Time displayed: RFA Local Time {America/New. York] user: admin  Refe: admin

Select the volumes to add to the journal.

For best performance, select volumes that are identical in size. If identically sized
volumes are not available, select volumes that are similar in size.

When you are done configuring your journal settings, click Next Display Group
Summary.

The Group Summary screen appears.

Unisphere for RecoverPoint wa.1.0 @ 9 c.

':L RPA Clusters ,‘. Akt @ ot

3  Group Summary
Edit

el L Dete
prod at New York Remate 3t Hew Yok
Replication Sets
| STArT transter upon eomplrtion
La0.0.COEY Hioigh | | cancel |
|_ Connected to RPAL 8t Mew York  Alerts: &3 OCnticals o O Ermors | 7 Wamings  Time desplayed: RPA Local Time {America/New Tork) User: admin  Role:  admin |

You should ensure that the consistency group diagram reflects your anticipated group
configuration. If not, you can edit the copy settings, delete the copy, or edit the
replication sets.
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If you want to add another copy, select Add a Copy, and create the new copy in the
same way as you created the previous one (see page 103).

Note: Before clicking Finish, ensure that the copy volumes are unmounted from any
hosts and any volume groups are deported from the logical volume manager
(AIX, HP-UX, Windows, and Solaris have volume managers built into the
operating system; Veritas Volume Manager can be used with any of these
operating systems).

If you want to start replication for this group after it is created, check the Start transfer
upon completion checkbox under the group diagram.

When you are ready, click Finish to create the consistency group, apply all of the
specified settings, and start a first-time initialization process to synchronize the
production volumes to the copy volumes.

Unisphere for RecoverPoint provides a full set of tools for monitoring the status and
managing the consistency group that you have created.

To access these tools, select Protection from the main menu, and then Manage
Protection.

@ Protection q;,‘ Recovery
= 3

Protect Volumes

Add & new consistency group and define its protection plan.

= _  Policy Templates

View or modify existing protection palicy templates, or create
new protection policy templates, for copies or links.

tm Group Sets

Create or modify sets of consistency groups, perform recovery
activities, or periodically bookmark a consistent peint in time
across multiple groups, simultaneously.

M Manage Protection
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The Manage Protection screen appears.

Unisphere for RecoverPoint wv4.0.5p1(k.94)

2 = -
B2 vashiboard £ ecovery whcusiers g Adwin () Swwoor
e — : =

RecoverPoint > Protection > Manage Protection

 Consistency Groups All Consistency Groups

Dl|agmupz Name la Status Transfer Alerts Protected Size Active RPA Group Set
¥ i§3 groupt groupi Disabled N/A A 141GB
group2 Enabled Active 1 Alert 518GB RPAG

Remove Group Apply Parallel Boockmark

l Connected to RPAL at Mew York  Alerts: &) 0O Criticals < 0Errors ! 10 Warnings

When the Manage Protection screen is first displayed, the Consistency Groups node
is selected in the left pane, and the list of all consistency groups in the system is
displayed in the right pane along with the status of every consistency group in the
RecoverPoint system.

To monitor the status of replication for a specific group, select the group in the left
pane, and then select the Status tab in the right pane.

Unisphere for RecoverPoint va.oif.211) 1 3.

F A
= T ?) S
~— =

RecoverPoint > Protection > Manage Protection

RYHLBQ

Consistency Groups Status Statistics Replication Sets Group Policy Link Policy
b Group g1 running on RPAL

Figga2
TEE ﬂ
b‘-lg ” Storage
4 ~
Journal Hosts.
local at Lendon ‘ aaaaa at New York
Rais Lazal Copy E Ras: Remcts Capy
Storage: No Access . <=~ - Storage: No Access
Imags (GMT): Diswibuting  Storage - 155 ~ Storage  Imags (GMT): Distrbuting
\5/62013 10:33:18 AM.. - ~ 2331,
] \ - prodat London ~ ~ , \ | S/E/2013 10:33:18 AM
. N Phd Reke: Production S . N\
=y - Storage: Direct Access ~ s
ﬁ L - Imzge (GMT): N/A ~ f‘] -~
= PR e <
_ “Active Activa™
Journal Hests . Journal | Hosts.
- ~ .
- ~ N
- ~ N
- ~"
= =
RPAz RPAs
‘ Apply Bookmark | | Add Copy ‘ ‘ Test Copy ‘ ‘ Fail Over ‘ ‘ Recover Production | | Pause Transfer ‘ ‘ Disable Group ‘ ‘ Remove Group |
Connected to RPAL at New York ~ Alerts: & 0Criticals < 0Errors ! 6 Warnings User: admin  Role: admin
=l
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To monitor performance for that group, select the Statistics tab.

Unisphere for RecoverPoint wva.o(f.211) El

F = = -
=) Dashboard @ Protection ?} Recovery b =;: RPA Clusters M Admin @ Support
— T == =

RecoverPoint > Protection > Manage Protection

RYHRARG

iCnns\stenEv Groups Status Statistics Replication Sets Group Policy Link Policy
Traffic Replication Performance |
P02
bbu‘ a3 Total Traffic 2 @ Application Traffic CO 2]
80 80

Pqua

60 60
9
Z 40 a0
B

20 20

0 0

12:40 12:41 12:42 12:43 12:44 12:40 12:41 12:42 12:43 12:44

I London to NewYork [ remote ] local prod I londontoNewYork [ remote ] local prod

Incoming Writes L @

2000 | N\ PP G NG N GNP,
80
= 1600
F 60 guun
4
% 800
20 400
0 0
12:40 12:41 12:42 12:43 12144 12:40 12:41 11142 12:43 12:44
B London to New York [l prodtoramota [l prod tolocal B remote [l local [l prod
Connected to RPAL at Mew York  Alerts: &3 0 Criticals < 0Errors ! 6 Warnings User: admin  Role: admin

These are just a couple of the monitoring tools available.

Congratulations! You have successfully completed the installation and configuration
of RecoverPoint/SE, and have gotten started using RecoverPoint/SE replication.







Appendix A IP & SAN Setup

Details Templates

Use the IP & SAN Setup Details Template for physical RPA clusters (page 112) and for
virtual RPA clusters (page 113) to collect relevant infrastructure data prior to
installation.

Note: With regard to the data for the IP & SAN Setup Details Templates:

= A RecoverPoint installation requires at least two designated IP addresses
per RecoverPoint appliance, one for Management (LAN) and the other for
WAN, for physical and virtual RPAs. Two additional IP addresses are
required for iSCSI for each virtual RPA. Finally, an additional floating IP is
required per cluster, for use by one of the RPAs for management activities.

When replicating over Fibre Channel, WAN IPs are not mandatory, but
recommended to enable intra-cluster RPA communication.

= ARecoverPoint installation requires Management (LAN) and WAN default
gateways and subnet masks.

= Use of NTP, DNS, SMTP, and SNMP services, is optional according to your
preference.
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IP & SAN Setup Details Templates

IP & SAN Setup Details

Physical RPA Clusters

Cluster Name

Cluster #1 Cluster #2

Time Zone

Local Domain

Primary DNS Server  (Optional)

Secondary DNS Server (Optional)

NTP Server (Optional)

Cluster Management IPv4

Management Default Gateway IPv4

Management Subnet Mask IPv4

WAN Default Gateway
WAN Subnet Mask
SMTP (Optional)
RPA 1: RPA Management IP
RPA WAN IP
RPA 2: RPA Management IP
RPA WAN IP
RPA 3: RPA Management IP
RPA WAN IP
RPA 4: RPA Management IP
RPA WAN IP
RPA 5: RPA Management IP
RPA WAN IP
RPA 6: RPA Management IP
RPA WAN IP
RPA 7: RPA Management IP
RPA WAN IP
RPA 8: RPA Management IP
RPA WAN IP
Array SPA | Array SPA Mgmt IP
Array SPB | Array SPB Mgmt IP
Fabric A Switch IP Address
Fabric B Switch IP Address
Fabric A: SPA Storage port
SPB Storage port
SPA Storage port
Fabric B: add
SPB Storage port
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